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ANALYSIS OF C.A.P.E. FINDINGS ON 
1990 PES TECHNICAL ISSUES

Sally M. Obenski

Section I: Background

On July 15, 1991, Secretary of Commerce Robert A. Mosbacher announced his decision  that1

according to eight pre-established guidelines , the Census Bureau had failed to demonstrate that the2

1991 Post Enumeration Survey (PES) adjusted counts improved the 1990 census counts at all
geographic levels.  He cited this conclusion as his basis for not adjusting the 1990 census counts. 
However, he requested that the Census Bureau continue analyzing the PES data to see if technical
concerns could be overcome so that the population base for the intercensal population estimates could
be adjusted.  Consequently, the Census Bureau established the Committee on Adjustment of
Postcensal Estimates (C.A.P.E.) that continued extensive research begun in 1990 in an attempt to solve
technical concerns about adjustment identified by Secretary Mosbacher.   

In August 1992, C.A.P.E. issued its report and concluded that, on average, an adjustment to the 1990
base at the national and state levels for use in intercensal estimates would lead to an improvement in
accuracy in those estimates.   The conclusion was not unanimous, but the large majority of the3

Committee agreed with the finding.  The C.A.P.E. did not find that adjustment improved accuracy at
small geographic areas (generally less than 100,000).  Additionally, while some of the technical
concerns identified by Secretary Mosbacher were fully resolved, others were not.  These technical
concerns centered around types and levels of errors in the PES.  In January 1993, Census Bureau
Director Barbara E. Bryant announced her decision not to adjust the population base for the intercensal
population estimates with the PES findings for reasons similar to Secretary Mosbacher’s--improvement
could not be seen at all geographic levels used by intercensal data. 4



A detailed discussion on how C.A.P.E. determined whether adjusted or unadjusted numbers5

were more accurate using loss functions is described in “Analysis of C.A.P.E. Findings on PES
Accuracy at Varying Geographic Areas,” Sally Obenski and Robert Fay, U.S. Census Bureau, June 9,
2000.

2

The purposes of this analysis are to (1) describe the technical issues addressed by C.A.P.E., (2)
discuss major findings, and (3) provide issue statuses as applied to the Census 2000 Accuracy and
Coverage Evaluation (A.C.E.) survey.  5

Section II: Technical Issues Reviewed by C.A.P.E.

C.A.P.E. was to investigate potential census adjustment for intercensal population estimates.  The issue
facing the Committee was whether the potential error in the PES adjustment was at a sufficiently low
level to recommend the inclusion of results into intercensal estimates.  Estimating the census undercount
with acceptably small error and, in turn, using that knowledge to improve the census counts for all levels
of geography were two complex and difficult tasks.  The PES relied on Dual System Estimation (DSE)
methodology that can be summarized as follows:  

! Selected a random sample of block clusters and listed the housing units;
! After the census enumeration, conducted interviews with the sampled people and

determined their address on Census Day;
! Attempted to match the interviewed people to their enumerations in the census at their

Census Day addresses, searching outside the block to neighboring blocks if necessary;
! Resolved cases where a match was not confirmed by attempting to obtain more

information from the respondents;
! Used information from similar people to “impute” missing information;
! In the sample blocks, determined whether census enumerations were correct or instead

erroneous because of duplication, errors in applying definitions, other respondent
errors, or fabrications by census interviewers;

! Divided the entire country into  poststrata, groupings of people by race, Hispanic
origin, age, sex, tenure, and other predefined variables, who were expected to have
similar undercount rates;

! Computed DSEs for each poststratum from estimated match rates, rates of erroneous
enumerations, and census results;

! Compared the DSE to the census count for each poststratum to compute a coverage
factor (the relative measure of how much the poststratum was over- or undercounted);
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! Applied the coverage factor for each poststratum at every geographic level of interest;
and

! Tabulated the adjusted census results.  

When C.A.P.E. began discussing whether to adjust the base for intercensal estimates, it started by
reviewing five technical issues raised by Secretary Mosbacher about whether to adjust the
1990 census.  Each involved concerns about error in the PES/DSE system that affect the quality and
reliability of the PES estimates. 

First Issue: Could problems in the smoothing model be resolved?

The 1990 PES design included 1,392 different poststrata.  Poststratification is the dividing up of the
population into groups with similar capture probabilities, i.e., undercounts.  They were formed
according to pre-identified variables, such as age, sex, race, Hispanic origin, tenure, and other variables
thought to be associated with differing capture probabilities.  Each person in the PES universe fell into a
unique poststratum.  Because the PES sample was only about 165,000 housing units, some of these
poststratum groupings had high sampling variances.  To offset this variance, a statistical modeling
technique called smoothing was used.  Although the smoothing process was successful at reducing the
variance, it introduced a number of complexities, including a concern about its lack of robustness. 
Models that are used in statistical methods, such as the smoothing model, must be robust. That is, they
must not be sensitive to relatively small changes in assumptions.

C.A.P.E. determined that it would take a large, intense, and uncertain research effort to resolve
concerns about smoothing, so the Committee decided to reduce the number of poststrata to 357.  By
doing so, each new poststratum would have enough sample size to support stable estimates 
(i.e., the estimates would not have very large sampling variance), therefore requiring no smoothing.  By
eliminating the need for smoothing, C.A.P.E. concluded that the new stratification system adequately
dealt with that issue.  However, any reduction in the number of individual poststratum could lead to an
increase in heterogeneity, that is, people with differing capture probabilities could be grouped into the
same poststratum.  Therefore, C.A.P.E. decided to assess whether heterogeneity was problematic and
those results are discussed below.

Status

Smoothing will not be used in Census 2000.  In fact, because of Census Bureau concerns about the
complexity and robustness of statistical models, only the synthetic model will be used to produce the
official population estimates from the A.C.E. for geographic levels such as states, counties, tracts and
blocks.
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Second Issue: Can estimated biases be removed from PES estimates?

If it were possible, nonsampling error or bias in the PES estimates would be removed before any
potential adjustment.  Therefore, the Committee investigated whether it would be possible to increase
the accuracy of the estimates by removing bias.  The Census Bureau’s 1991 model of total error in the
PES was based on 13 evaluation poststrata.  As a result of the change in poststratification, C.A.P.E.
computed a revised total error model based on 10 evaluation poststrata that estimated the amount of
bias present in the DSEs.  At the national level, the bias could be removed.  However, because of the
very small samples used to estimate the biases and the difficulties of modeling, C.A.P.E. was reluctant
to use modeling to distribute the bias sub-nationally so that they could be removed. 

A partial solution was to examine block clusters that contributed the most to the PES estimate of
undercount--influential observations.  Census Bureau researchers conducted an extensive review of the
104 block clusters (of about 5,000 total block clusters in the survey) that significantly affected the
variance of the estimates.  Expert matchers tried to remove all matching error and therefore any bias in
the survey estimates due to matching.  This review reduced the estimated national undercount by 0.1
percent.  However, the bias reduction only applied to the 104 influential blocks.  It was also during this
analysis that a computer processing error was discovered after the release of the 1991 official PES
estimates.

Codes that were attached to cases in clerical processing were incorrectly processed in the computer. 
Specifically, a problem was discovered in the computer editing of erroneous enumerations.  The
intended procedure was that if a person did not reside in the sample block cluster on Census Day, the
census record was to be treated as an erroneous enumeration.  The procedure that was followed,
however, was that this edit (i.e., given erroneous enumeration status) was only applied if the census
record was matched.  Otherwise, the census record was treated as a correct enumeration.  Errors went
in both directions (increasing and decreasing the estimated undercount), but the net result was to reduce
the estimated national undercount by 0.4 percent.  Consequently, the official 1990 census undercount
estimate was revised by C.A.P.E. from about 2.1 to about 1.6 percent, or 4 million.  

Status

To date, the Census Bureau has not identified an adequate method of removing bias from the estimates. 
To do so requires empirical data on the distribution of error over geographic levels that is very difficult,
if not impossible, to obtain.  Consequently, the best option to minimize bias is to ensure that the A.C.E.
is well-designed and executed.  The Census Bureau has made a number of design improvements
intended to reduce or contain bias levels from 1990.  These include an improved poststratification
scheme (discussed below), matching system, and automated systems.  
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The Census 2000 A.C.E. design includes several improvements to the matching processes.  First, the
matching system is fully automated, rather than manual as in 1990.  It has a number of built-in edits and
quality checks to reduce errors.  Automating processes that have been analyzed and refined over a
twenty-year period will make searching and matching easier and more reliable.  Second, the matching
processes have been centralized in one site, rather than decentralized at several as in 1990, allowing for
more effective control--a single, well-trained staff will perform all matching at a single location.  Third, a
change in the treatment of people who have moved since Census Day (i.e., movers) will simplify
matching.  Unlike in 1990, it will be necessary to match only the people who resided in the sample area
on April 1.  Given that matching error was not a serious concern in 1990 and that matching has been
improved for 2000, matching should not generate significant error in the 2000 Census A.C.E.  

To increase efficiency and data quality, the Census Bureau is using laptops to conduct Computer
Assisted Person Interviewing (CAPI) rather than the pen and pencil approach used in 1990.  The use
of CAPI in the 1998 dress rehearsal demonstrated improvements from these changes. To mitigate the
risk of a computer processing error in 2000, the Census Bureau has adopted a set of best practices
used in system and software development to improve quality.  The following provide illustrative
examples:

! To reduce risk, the Census Bureau has included software validation and verification strategies,
such as independent software development of key computer programs;

! To reduce ambiguity and increase communication, the Census Bureau has adopted an
improved documentation approach for technical issues;

! The Census Bureau has developed a Sample Design Control System to control, monitor, and
validate the different phases of sampling, and;

! To validate the accuracy of the estimation processing streams, the Census Bureau is developing
an Integrated Review System.  This system should facilitate an understanding of data sources,
files, outputs, and assist in verifying the accuracy of files. 

Such improvements should result in a controlled, robust, and reliable computer processing environment. 
In summary, the Census Bureau has made some important changes to the A.C.E. design that build upon
the C.A.P.E. poststratification design and other analyses of the 1990 PES that should reduce, or at
least contain, the level of bias in the A.C.E. estimates.   

Third Issue--Part A: Is the total error model complete?
 
The third major concern that C.A.P.E. addressed was whether the total error model used to evaluate
the 1991 PES contained all components of error and whether the components were adequately
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measured.  As a result of additional analysis, C.A.P.E. identified two more sources of error to be
added to the 1991 model---late-late returns and out-of-scope cases.  Subsequently, the Committee
was confident that all components of error had been listed and considered.  However, the Committee
could come to no agreement about whether the level of measured component error was adequate. 
While agreeing that the evaluation sample sizes were too small to be reliable for several estimates of
bias, the Committee concluded that, at this point, nothing could be done to improve their accuracy. 
Because analysis (called loss function analysis) to determine whether the census numbers or adjusted
estimates were more accurate was dependent on the levels of estimated bias, the general conclusion
was to use caution in evaluating the results.

Status

For Census 2000, the Census Bureau plans to employ a total error model to measure individual error
components.  Building on the experiences and concerns with 1990 evaluations and with the 1991 and
1992 error models, problems experienced in 1991 should not be repeated.  

Third Issue--Part B: Correlation Bias 

As stated earlier, in addition to measurement biases such as matching error, recall bias, and fabrication,
the DSE also contained correlation bias, which can occur if any of the following assumptions are not
met. 

! A person’s participation in the PES is not affected by his or her participation in the census (the
causal independence assumption).  A breech of this assumption leads to contamination.

! Within each poststratum, persons have the same probability of inclusion in at least one of the
two systems, the census or the PES (the homogeneity or synthetic assumption).  This second
component occurs because of variable capture probabilities within a poststratum.  A breech of
this assumption leads to heterogeneity.

! A special case of a failure of the homogeneity assumption is the set of people with zero
probability of being captured--those missed in both the census and the PES--sometimes known
as the unreachable people. 

Contamination was not considered a big problem so C.A.P.E.’s analysis focus was on the failure of the
homogeneity assumption.  The Committee obtained an estimate for correlation bias by comparing PES
estimates to Demographic Analysis (DA) estimates.  DA is a well-developed coverage measurement
and evaluation program where analytic estimates of net undercount are derived by comparing aggregate
sets of data, such as birth, death, immigration, and Medicare statistics.  As part of 1990 evaluations,
PES estimates were compared to DA estimates.  It was generally assumed that the PES understated
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the undercoverage of some populations as compared to DA.  Generally, the DA estimates of males
were higher than the PES.  These added males were an estimate of the level of correlation bias in the
PES.  This estimate was added to the total error model and used in loss function analysis to determine
whether the census numbers or adjusted estimates were more accurate.  The Committee concerns
included:

! It was not possible to disaggregate the people with variable capture probabilities from the
unreachable people;

! The method used for comparing the DSE bias to DA understated the estimate of people missed
due to correlation bias, and;

! The method of allocating the correlation bias to sub-national levels was uncertain:  The
estimated missing people (all males) were allocated back to each poststratum proportional to
the estimate of the number of males estimated to be missed in both the PES and the census for
the poststratum.  Further modeling was used to allocate the total error down to sub-poststratum
levels.

The Committee concluded that correlation bias should be a component of total error.  However,
because of the concerns discussed above, the Committee requested that loss function analysis be
conducted with and without correlation bias.  

Status

Although the PES and A.C.E. surveys are not perfect--they do not capture every person missed by the
census--the DSEs do generally move the count closer to truth.  For example, in 1990, DA estimates
indicated that about 1.3 million Black males were missed by the census; the PES found about 730,000
of them.  Further, it does not seem unreasonable to assume that people who are missed by both the
census and the survey are distributed similarly to the known undercounted groups.  Finally, although the
model used to evaluate the performance of the adjusted numbers may not perfectly allocate the
correlation bias sub-nationally, again, the Census Bureau designed the model to allocate the
unreachable people similarly to the known undercounted. 

Generally, correlation bias is expected to result in underestimation of the true population by the DSEs. 
However, since DSEs themselves generally exceed the corresponding census counts due to census
undercoverage, the unadjusted census counts are subject to even larger downward biases than the
DSEs.  That is, the bias in the census counts includes both census undercoverage relative to DSEs, and
correlation bias of the DSEs.  Until the Census Bureau is able to gather more empirical data on sub-
national levels of correlation bias, it is not prudent to consider including those people missed because of
correlation bias in the official estimates of population.  However, for evaluation purposes, the Census
Bureau is investigating several approaches to obtaining better data and improving how bias is allocated. 



 “Additional Research on Accuracy of Adjusted Versus Unadjusted 1990 Census Base for6

Use in Intercensal Estimates, Addendum to Report of the Committee on Adjustment of Postcensal
Estimates,” Bureau of the Census, November 25, 1992. 
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For example, senior statisticians are examining whether it is efficacious to include both male and female
DA estimates for adjusting the target population counts used in the evaluation of the census and the
adjusted counts.  

Third Issue--Part C: Loss Function Analysis

As mentioned earlier, a detailed discussion of the C.A.P.E. loss function work is covered in another
analysis.  However, in planning how to conduct the loss function analysis, the Committee could not
come to consensus on:

! The best way to allocate the bias to produce target population numbers and to sub-poststratum
levels of geography;

! The appropriate comparison among census, adjusted, and target numbers (e.g., simple
difference, square of difference, absolute difference); and,

! Whether to include correlation bias.

Consequently, five forms of loss functions were run using four models of bias with and without
correlation bias on numerous levels of geography, e.g., states, counties smaller than 200,000, places
less than 25,000.  What the Committee did agree on was that aggregate losses should be examined. 
That is, they agreed to look at the aggregate loss over all areas of interest (e.g., states) rather than
individual losses.  In examining aggregate loss over a set of areas, C.A.P.E. conducted statistical
hypothesis tests on the loss function analyses results to ensure that the difference in aggregate loss
between the census and the adjusted counts was a real difference rather than random error. 
Additionally, C.A.P.E. examined the distributive accuracy of a number of place sizes using a number of
comparisons.  In general, improvements to distributive accuracy were only demonstrated when places
that were compared had different levels of undercount.  For example, comparing large cities that all had
similar undercounts did not demonstrate that adjustment improved distributive accuracy.  However,
when the large cities were compared to the balance of the nation, improvement was demonstrated. 
Generally, including correlation bias favored adjustment while excluding it did not, but the Committee
concluded that correlation bias should be included in comparisons of accuracy.    
 
The C.A.P.E. analyses indicated that adjustment improved the distributive accuracy of states and large
counties and cities.  Additionally, as different comparisons were made, improvements were beginning to
be discerned in smaller areas even in cases where correlation bias was not included.  6



9

Status

Although it may not be measured and allocated perfectly, correlation bias is a proven phenomenon that
needs to be taken into account.  Consequently, correlation bias should be included in any assessment of
relative accuracy between unadjusted census and adjusted counts.  Since the A.C.E. design was based
on and improved the C.A.P.E. PES design, if the 2000 census has an undercount comparable to 1990,
distributive accuracy should be improved, on average, in states, large counties and cities, and be at least
as good as the census enumeration in other areas. 

Fourth Issue: Does the homogeneity assumption hold?

As part of the 1990 evaluations of the PES, the Census Bureau designed an evaluation study to assess
whether the homogeneity assumption held, but the results were mixed or inconclusive.  Consequently,
given its importance and the reduction in poststrata, the C.A.P.E. asked for new research called
artificial population analysis on whether the homogeneity assumption held.  An integral part of the
PES/DSE system is to assume that every person within a poststratum has approximately the same
capture probability.  Failure of this assumption leads to bias in the DSE.  This assumption underlay the
PES poststratification design and was used to make estimates for states and cities.  Only the poststrata
had direct estimates from the PES.  Therefore, an indirect or synthetic adjustment assumed that the
probability of being missed by the census was constant for each person within an age, race, Hispanic
origin, sex, and tenure category in a geographic area within each poststrata. 

C.A.P.E.’s concern was the degree to which the homogeneity assumption held--how much did the PES
results differ from truth and what was the effect of that difference on PES accuracy?  In brief, artificial
population analysis was an attempt to see if the new poststratification was reliable by substituting new--
surrogate--variables that were believed to be correlated with undercount, e.g., mail return rate of
census questionnaires.  The actual values of the surrogate variables were known (as opposed to the
target population counts that were estimated).  The loss functions were run and, if the loss was small,
one could assume that the poststratification was reliable and the homogeneity assumption was holding. 
In addition, C.A.P.E. examined the number of places improved by adjustment since it knew the truth
(the actual value of the surrogate variable).

For states and most large geographic areas, without any bias, artificial population analysis supported the
homogeneity assumption.  Once bias was introduced, however, the artificial population analysis showed
less and less homogeneity.  When bias reached 25 percent of the estimate, the artificial population
analysis indicated a serious loss of homogeneity.

At the time of the August report, the Committee could only support the homogeneity assumption with
some concern since the level of bias in the PES (22 percent when correlation bias was included) was
close to the point where artificial population analysis showed the homogeneity assumption failing. 
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Residual heterogeneity, that is, heterogeneity in census inclusion probabilities not explained by the
poststratification or model used to estimate census coverage, has two undesirable consequences.  At
the poststratum level and above the consequence of concern is correlation bias.  For areas below the
poststratum level, the concern is that geographic variation in inclusion probabilities violates the synthetic
assumption, leading to biased estimates for small areas.  For C.A.P.E., the primary concern was the
former because intercensal estimates were not computed for very small areas.

Subsequently, a problem was identified with the study’s methodology.  Although most of the C.A.P.E.
analyses were all based on distributive accuracy, the statistical analyses leading to the figure of 25
percent bias were all based on numeric accuracy.  Therefore, the artificial population study produced
results not comparable to the loss function analyses.

When the Committee reran the study using distributive accuracy, its results generally supported
adjustment, and this correction was published in the C.A.P.E. addendum.   Subsequently, senior7

Census Bureau statisticians conducted an even more detailed assessment of the effects of heterogeneity
on adjustment.  They concluded that, even though not in all analysis cases, in general, C.A.P.E.’s
analyses showing improvements from adjustment were, in fact, understated.8

  
Status

The Census 2000 A.C.E. design builds upon the C.A.P.E. redesign and incorporates modifications that
should reduce or contain heterogeneity and improve accuracy, assuming nonsampling error is reduced
or at least contained.  First, the Census Bureau has modified the 1992 poststrata to include a mail
response variable that should reduce heterogeneity.  Second, the larger sample size enables the Census
Bureau to improve accuracy at smaller areas.  Moreover, adjustment in 1990 and in 2000 has never
been intended nor expected to produce substantial improvements in the smallest geographic areas like
blocks.  Because block estimates of undercount are based on indirect data that is subject to some
heterogeneity, some blocks’ undercount will be over- and some will be under-stated.  Nevertheless,
while slightly improving, on average, block-level accuracy, the real benefits of adjustment are in the ever
increasing accuracy as blocks are aggregated.  Any failure in adjustment to produce substantial
improvements for very small areas should not preclude the benefits from adjustment for areas of more
reasonable size, such as states, congressional districts, counties, and medium and large cities.  
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Fifth Issue: Can the inconsistency of PES and other estimates be explained?

As part of the July 1991 decision on whether to adjust the 1990 census, a key concern was the
inconsistency of PES estimates compared to other estimates, mainly DA.  C.A.P.E.’s primary concern
was that the PES estimated a higher population than DA and about a million more women.  Because
the PES was subject to correlation bias, this was an unexpected result.  Additionally, face validity
checks (informal checks of other estimates of total state population) indicated some areas of concern. 
Therefore, the Committee requested additional research to investigate the apparent differences. 
However, after C.A.P.E. revised the undercount estimates (i.e., reduced from about 2.1 to about 1.6
percent) as a result of the computer processing error and the rematch study, most discrepancies were
removed.  For example,     

! The revised PES estimates were now lower than DA (as expected).  

! The PES estimates of women remained higher (not expected), but the difference was reduced
from about 1 million to about 400,000 and was within sampling error.  

! As expected because of correlation bias, the PES estimates for Blacks, especially Black males,
were much lower than the DA estimates.

! Face validity checks were also more consistent.

Status

For Census 2000, other estimates such as DA will be used as part of the evaluation of the quality of the
A.C.E.  Any differences will be included in evaluation reports.    
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An Analysis of the Consistency of the 1990 Mosbacher Guidelines to 
U.S. Census Bureau Standards

Sally M. Obenski and Robert E. Fay

Section I: Introduction

On July 15, 1991, Secretary of Commerce Robert A. Mosbacher announced his decision not to adjust
the official 1990 census population counts with the results of 1990 Post Enumeration Survey (PES). 
His decision document  evaluated the PES adjustments against eight previously established guidelines.  1          2

The first three guidelines specified the following: 
C Guideline One required convincing evidence that the adjusted counts be established as superior

at national, state, and local levels; otherwise, the unadjusted census counts were to be
concluded as the more accurate.

C Guideline Two required that adjusted counts be consistent and complete across all geographic
levels, down to the census blocks that constitute the basic units of tabulation.

C Guideline Three required that the adjustment method be specified in advance and that the
method be robust, that is, insensitive to small changes in data or assumptions.

The remaining guidelines concerned issues related to the legality of adjustment, the completeness of the
adjustment activities and documentation, and the consequences of adjustment for the 1990 and future
censuses.  The decision document analyzed the evidence in terms of the guidelines and concluded that
several of the guidelines, including the first three, supported a decision not to adjust.
 
Secretary Mosbacher's decision document directed the U.S. Census Bureau to continue analyzing the
PES to incorporate, as appropriate, its results into the intercensal population estimates.  Subsequently,
the Census Bureau improved the PES data and methods and produced a new set of census adjustments
in 1992.   In early January, 1993, however, Census Bureau Director Barbara Bryant decided not to
adjust the population base of the intercensal population estimates with the PES findings, for reasons
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similar to Secretary Mosbacher’s Guideline One.   Thus, a second precedent was established for3

considering the first guideline for census adjustments.

Do the Mosbacher guidelines apply as standards for the Census Bureau’s plans for Census 2000,
including the adjustment of the counts on the basis of the Accuracy and Coverage Evaluation (A.C.E.)? 
This analysis compares the Mosbacher guidelines and the Census Bureau’s practices in designing
censuses and surveys.  It is the latter set of practices, rather than the Mosbacher guidelines specifically,
that have guided the Census Bureau’s development of plans for Census 2000.  The analysis considers
(1) how technical concerns expressed by Secretary Mosbacher would have been altered had the
Census Bureau’s practices for evaluating census operations been used rather than the guidelines, (2) the
consistency of the 1990 guidelines to the Census Bureau’s standards, and (3) the status of other
technical concerns raised by the 1991 decision document.  The focus of the discussion is on the first
three guidelines, because of their prominence in the decision document, but the conclusion section will
review the more limited relevance of the remaining five guidelines to the Census 2000 planning.

Section II: Secretary Mosbacher’s Key Technical Concerns

In the July 1991 decision paper on whether to adjust the census counts, Secretary Mosbacher
identified and discussed a number of concerns about the quality of the PES data. The following
summarizes his key concerns. 

Increased Accuracy at all Geographic Levels:  Secretary Mosbacher’s principal reason for not
adjusting was that the Census Bureau failed to demonstrate increased accuracy at all geographic levels
as required by Guideline One.  The decision paper stated that there was general expert agreement that
the adjusted counts were better at the national level, but there was disagreement about whether the
adjustment achieved improvements at lower levels of geography.  It further stated that, while the
Census Bureau’s analyses indicated that more people lived in jurisdictions where the adjusted counts
appeared more accurate, one third of the population lived in areas where the unadjusted census counts
appeared more accurate. With respect to places under 100,000, the decision paper stated that there
was no direct evidence that adjusted counts were more accurate. 

Numeric v Distributive Accuracy:  One criticism contained in the decision paper was that the
Census Bureau was too concerned about numeric accuracy, that is, getting the count closer to the true
total, rather than distributive accuracy, that is, getting the allocation of the population among the states
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and other geographic units closer to the true proportional distribution.  The decision document
interpreted accuracy required by Guidelines One, Two, and others specifically as distributive accuracy. 
Secretary Mosbacher concluded that overall distributive accuracy was not improved by the adjusted
counts and that there was no convincing evidence the adjusted counts gave a more accurate
representation of the distribution of the population across various levels of geography.  He stated that
the evidence indicated the unadjusted census counts probably yielded a more accurate measure of the
distribution of the population. 

Number of State Shares Improved:  Related to distributive accuracy, a key performance measure
that Secretary Mosbacher used under Guideline One to determine which was more accurate–the
census or the adjusted numbers--was to count the number of states whose shares improved from
adjustment.  He stated that the Census Bureau estimated that the proportional share of about 29 states
would be made more accurate and about 21 states would be made less accurate by adjustment.  The
unadjusted census appeared more accurate in 11 out of 23 large metropolitan areas.  Secretary
Mosbacher noted that as the population units got smaller, including small and medium-sized cities, the
adjusted figures became increasingly unreliable.  Such measures figured prominently in the decision
document’s discussion of Guideline One.  (The use of number of state shares improved as a
performance measure was determined to be methodologically flawed. Section V further discusses this
issue.)  

Inconsistency with Demographic Analysis:   One of the 1990 evaluations compared PES estimates
nationally to estimates based on Demographic Analysis (DA).  DA constructs an analytic estimate of
the population from sets of aggregate data, such as birth, death, immigration, and Medicare statistics,
and it consequently offers an alternative method to estimate the net undercoverage of the census. 
According to the decision paper, the PES would have moved the count of the population in the
opposite direction from DA for some demographic groups.  Comparisons of coverage measurement
surveys for the 1980 census and previous years to DA consistently showed the coverage measurement
surveys to underestimate parts of the population.   Secretary Mosbacher noted that the PES estimate of
the total 1990 population exceeded the estimate from DA.  Further, he noted that DA has been the
basis of the generalization that males are more subject to being missed than females, but in 1990 about
one-half of the people added by the PES were women.

Guideline One had explicitly required the Census Bureau to compare the PES and DA results. The
decision document used the claim of inconsistency between them as part of its basis for stating that the
guideline had not been met.

Variance of the Estimates:   In 1991, a complex statistical “smoothing” model was used to offset
unacceptably high variances in the direct PES estimates.  Estimates of variance for the smoothed
estimates were calculated under a set of assumptions and approximations.  But it was not until June
1991 that Census Bureau statisticians identified all the elements of variance associated with the
smoothing methodology and provided estimates of how much larger the true variances might be than the
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variance estimates that had been calculated as planned.  Secretary Mosbacher pointed out that,
although the analysis based on the available estimates of variance found marginally improved
distributional accuracy for adjusted counts, when the analysis was repeated with allowance for potential
increases in the variances, the estimated improvements from adjustment diminished and were, hence,
unreliable.  Indeed, the document described the effect of incorporating plausible estimates of variance
as shifting the comparisons toward favoring the accuracy of the census enumeration over the
adjustment.  For example, he cited Census Bureau estimates that the number of states made less
distributively accurate by adjustment would rise from 21 to 28 or 29 states.  Additionally, Secretary
Mosbacher stated that the statistical tests of whether the accuracy is improved by an adjustment at state
and local levels showed mixed results and depended critically on assessments of the amount of variance
in the estimates.  The decision document used this evidence to support the argument that Guideline One
had not been met. 

The Synthetic Assumption:  The adjusted census counts were produced through synthetic
estimation.  The 1990 PES design divided the entire country into poststrata--groupings of people
defined by age, race, sex, Hispanic origin, tenure, and geographic area.  The intention in designing the
poststrata was to identify groupings that might differ from each other in the undercount rates.  Each
individual poststratum was expected to identify a set of people with identical chances of
underenumeration.  For each of the 1,392 poststrata in the design, the Census Bureau computed a Dual
System Estimate (DSE) from the PES data.  Then, adjustment factors were calculated as the ratio of
the DSE for each poststratum to the census count.  The adjustment factors consequently indicated
relatively how much a poststratum was over- or undercounted.  

The DSE estimate and corresponding adjustment factor for each poststratum were  direct estimates ,4

based on information from the A.C.E. sample for that poststratum; that is, the estimate for each
poststratum depended solely on the data for that poststratum .  To reduce variance, the adjustment5

factors were smoothed through the complex statistical model just described.  Because the model
averaged results across poststrata, the smoothed adjustment factors were indirect estimates.  But the
poststrata did not correspond to geographic areas of primary interest, such as states, counties, and
places.  Instead, a further stage of indirect estimation, synthetic estimation, was used to produce the
adjusted census numbers.
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Synthetic estimation is the logical consequence of what is frequently termed the synthetic or
homogeneity assumption.  The assumption is that, at every geographic level (for example, states,
counties, blocks) where members of the poststratum are included, they share the poststratum’s
coverage factor.  In effect, the synthetic adjustment assumes that the probability of being missed by the
census is constant for each person within a poststratum.  The synthetic estimate of the population for
any given area was calculated by summing over poststrata the product of the number of persons in each
poststratum and the smoothed adjustment factor for the poststratum, and then adding the census counts
of persons not in the PES universe. 

Secretary Mosbacher questioned under Guideline Two whether the assumptions that underlay the
synthetic adjustment were sufficiently valid to produce adjusted counts accurate enough to be useable
at a block or district office level.  One of the Secretary’s special advisors analyzed simulated
adjustments at the block and district office level to examine the effects on numeric and distributive
accuracy.  He reported that distributive accuracy, that is, the shares, suffered much more from the
simulated adjustment than numeric accuracy.  Consequently, Secretary Mosbacher took the position
that a substantial portion, possibly a majority, of district office-size units could be made worse off by
adjustment. 

Robustness:  Another cited concern was the robustness of the smoothing model used to offset high
variances of the direct estimates.  Guideline Three required the statistical methods used in the PES, such
as the smoothing model, to be robust; that is, they were to be insensitive to relatively small changes in
assumptions.  Secretary Mosbacher noted that the Census Bureau attempted to demonstrate
robustness by showing that the set of various population estimates derived from different smoothing
methods were broadly similar to the adjusted counts and, as a group, were distinct from the census
enumeration.  But he contended that the Census Bureau analysis did not consider the similarity in terms
of the population distribution of the sets of estimates or whether the variance inherent in those estimates
warranted the discarding of the census in favor of one of the particular estimates.  The decision paper
concluded that these smoothing techniques relied heavily on the particular choice of statistical
assumptions that resulted in large changes in adjustment factors when compared to alternatives.  The
decision paper stated that some of the assumptions may have led to an overstatement of the
undercount.

Section III: The Census Bureau Standards

Although not formally documented, practices shared by decennial census planners guide them in
deciding on whether a particular operation should be included in the decennial design.  These standards
for adopting an operation include:

C Operational feasibility--can it be done?
C Cost effectiveness--is there a less expensive way to achieve the same result? 
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C Valid enumeration--will it result in missed persons being added correctly to the counts
(rather than introducing erroneous enumerations)?  

C Increased accuracy--will it improve overall coverage and reduce the differential
undercount?

While the first three standards are self-explanatory, the last one, increased accuracy, is more complex. 
In order to identify comparisons between the Census Bureau’s implicit concepts of accuracy and the
Mosbacher Guidelines, it is helpful to state the Census Bureau’s concepts in terms of numeric and
distributive accuracy as used in the July 15, 1991 decision document.  (These terms did not appear in
the original guidelines, but the decision document’s use of them establishes a precedent for interpreting
the guidelines in this manner.)  As previously noted, numeric accuracy pertains to getting the count
closer to the true total, and distributive accuracy, to getting the allocation of the population among the
states and other geographic units closer to the true distribution.  In other words, an operation that
increases numeric accuracy will move the counts for particular areas or demographic groups closer to
their true totals, while an operation that increases distributive accuracy will improve the counts for given
areas or demographic groups relative to other areas or demographic groups, in other words improve
the estimated proportions.  

Both numeric and distributive accuracy affect uses of the census counts, including critical uses such as
apportionment, redistricting, and allocation of Federal funds.  An additional key use is as a base for the
Census Bureau’s program of postcensal population estimates throughout each decade; in particular, the
monthly Current Population Survey, which provides monthly labor force and unemployment data, and
several other surveys depend on postcensal estimates as population controls.  

The current apportionment formula can be shown to rely solely on distributive accuracy.  In the context
of an adjustment potentially affecting reapportionment, a number of authors have concurred with
Secretary Mosbacher’s emphasis on distributive accuracy.   Because the Supreme Court ruling6

disallowed the use of sampling for apportionment, however, it is appropriate to reassess the relative
importance of numeric accuracy and distributive accuracy for the remaining uses.  Besides
apportionment, the other three broad uses of census data--redistricting, funds allocation, and survey
controls--depend on counts that are both numerically and distributively accurate.  Both redistricting and
funds allocation require distributive accuracy, but funds allocation may also incorporate requirements
for numeric accuracy; preparation of survey controls requires numeric accuracy.



7

Although the Census Bureau seeks to ensure that the census is both numerically and distributively
accurate, it is numeric accuracy that is primarily considered during the planning process.  This is
because it is difficult to predict, a priori, the effects of a particular census operation on distributive
accuracy.  

When census operations combine to increase the numeric accuracy of the census, they may
approximate the ideal outcome in which a perfectly numerically accurate count assures distributive
accuracy as well.  Because historical experience suggests that the ideal will not be achieved, the actual
situation is one in which decisions about operations to increase numeric accuracy must be made without
full knowledge of their effect on distributive accuracy.  By itself, an individual operation to increase
numeric accuracy may either increase distributive accuracy, leave it about the same, or make it worse. 
For example, local efforts to increase census participation will have varying levels of success in
increasing numeric accuracy.  Consequently, the net effect will be that distributive accuracy will be
adversely or indeterminately affected. While increases in numeric accuracy are cumulative (assuming
those added to the count are not erroneous), distributive accuracy is sensitive to differences in success
rates.  Secretary Mosbacher provided the following example of how numeric accuracy could be made
better but distributive accuracy worse:

Suppose you observed an enumeration which missed exactly 5 percent of the people in each
and every block.  Thus, although 5 percent is missed in each and every block, the proportion of
the total population in each block is still estimated correctly.  Suppose now that you adjusted
this enumeration by increasing the counts in half the blocks by 1 percent and increasing the
counts in the other half by 5 percent.  On average, you would have reduced the undercount of
the population by 3 percentage points, thus improving the numeric accuracy of the nationwide
total.  The numerical accuracy of the absolute level of the count also would have improved for
each block.  However, the block proportions would now be wrong.  Half the blocks would be
2 percent too small and half would be 2 percent too large relative to the average undercount.  

Secretary Mosbacher used this example to show that a statistical adjustment could possibly improve
numeric accuracy while making distributive accuracy worse.  But the illustration equally applies to a
coverage improvement program that selectively improves only some areas.  Section V further discusses
the interpretation of this example.

In practice, carrying out operations to improve numeric accuracy may tend on balance to improve
distributive accuracy rather than to harm it.  Operations designed to add persons who belong in the
census and have been otherwise missed would tend to increase the count in areas where people still
remain to be enumerated, while adding negligible amounts to areas that have been virtually completely
counted.  In effect, the law of diminishing returns bounds the effect of coverage operations in relatively
well-counted areas, as long as the operations add only valid persons to the enumeration.
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The initial Census 2000 operations (like their predecessors in earlier censuses) are designed to increase
numeric accuracy with the intention of achieving as much distributive accuracy as possible within the
constraints of traditional enumeration.  The Census Bureau expects, however, that a differential
undercount of traditionally undercounted groups will reappear in Census 2000  at a level similar to the
1990 census,  and that the unadjusted Census 2000 counts will fail to be distributively accurate as a7

consequence. 

Section IV: The 1990 and 2000 Coverage Measurement Surveys

The decision document of July 1991 summarized and reacted to research conducted by the Census
Bureau and others.  As previously noted, Secretary Mosbacher directed the Census Bureau to continue
research on the possible incorporation of PES findings into postcensal population estimates. 
Accordingly, the Census Bureau continued research guided by this objective, but the research
influenced plans for Census 2000 as well.  The Committee on Adjustment of Postcensal Estimates
(CAPE or C.A.P.E.), formed in 1991, directed research on the use of PES in postcensal estimates and
reported results in 1992.  During this period the Census Bureau: (1) identified a subset of the PES
sample that was reexamined and corrected when necessary; (2) surfaced and corrected errors in
computer processing affecting the 1991 estimates; and (3) eliminated the smoothing model employed in
the 1991 estimates by replacing the original 1392 poststrata with 357, giving larger sample sizes on
average in each poststratum.   The Census Bureau then analyzed the evidence on distributive accuracy8

for the revised estimates.  The CAPE only considered issues relevant to the question of postcensal
estimation, so that questions on the effect of adjustment on apportionment, redistricting, or block-level
accuracy were out of the scope of their study.  As also noted earlier, Director Bryant used the same
standard as Guideline One, improvement in distributive accuracy at all levels, to decide not to adjust the
postcensal estimates in 1992.  But she also recognized the special role of numeric accuracy for the
population controls for surveys, and allowed the subsequent use of PES results for that purpose.

In planning the Census 2000, the Census Bureau first designed an Integrated Coverage Measurement
survey with the objective of adjusting all census data products, including the apportionment counts.  The
1999 Supreme Court decision excluding the use of statistical adjustments for apportionment led the
Census Bureau to replace Integrated Coverage Measurement with the Accuracy and Coverage
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Evaluation (A.C.E.).  The design of the A.C.E. is similar in many respects to the 1990 PES, and its
estimation strategy is similar to the 1992 estimates analyzed by the CAPE.  The Census Bureau's
expectations for the A.C.E. rest in most respects on the CAPE analysis or extrapolation of its results to
the larger sample size of the A.C.E. (approximately 300,000 housing units compared to 160,000 in
1990) and other improvements.

To the extent that the 1990 experience is the rationale for the Census Bureau's expectations, then the
primary criticisms from the 1991 decision document carry potential implications.  The following section
reviews the current status of issues raised by Secretary Mosbacher with respect to the A.C.E. and
notes where subsequent CAPE research or new features of the A.C.E. have addressed them.

Section V: Consistency of Census 2000 Plans with the Mosbacher
Guidelines

Guideline One

Increased Accuracy at all Geographic Levels:  As worded, Guideline One imposed a stringent
standard on adjustment by requiring evidence that adjustment improved the accuracy of the census
counts at all geographic levels.  In his decision document, Secretary Mosbacher interpreted the
guideline more specifically to require increased distributive accuracy at all geographic levels.  The
guideline explicitly favored the unadjusted census over the adjustment unless the evidence was
convincing at all geographic levels.  The guideline specifically excluded adjustment if adjustment could
only be shown to be an improvement at some levels, even when there was no evidence of harm at
others.  Both historically and in the planning of Census 2000, no other census operation has been
subject to the standard that positive evidence of improvement in distributive accuracy be established at
all geographic levels.  

The wording of Guideline One created problems of interpretation for the decision document.  Had
Guideline One been worded that “The Census shall be considered the official count ...” rather than “The
Census shall be considered the most accurate count...,” it would have established a clearer distinction
between determining the official counts from the 1990 census and reporting of scientific evidence.  In
some places the decision document concluded that the unadjusted census counts were more accurate,
where instead the scientifically correct statement would have been that no significant difference in
accuracy between the adjusted and unadjusted counts was detected.

Numeric v Distributive Accuracy:  As previously noted, Secretary Mosbacher’s assertion that
distributive accuracy was of primary importance was in the context of a potential effect of the
adjustment on apportionment.
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Because the Supreme Court has decided that apportionment will be based on unadjusted counts from
Census 2000, the Census Bureau has returned to a balance between numeric and distributive accuracy
to decide on the use of adjustment for other purposes.

Number of State Shares Improved:  Citing the Census Bureau’s results, Secretary Mosbacher used
the number of states, 21, whose proportional shares would be made less accurate by adjustment, as a
performance measure.  The performance measure that Secretary Mosbacher used was inappropriate. 
Although Census Bureau performed a calculation to determine the number of states improved by the
adjustment and reported the results, it later concluded that this measure did not accurately reflect the
number of states made better or worse, and this basic conclusion was further elaborated in the
statistical literature.9

The Census Bureau does not plan the use of this measure in analyzing the adjustment for Census 2000.
 
Consistency with Demographic Analysis:  The decision paper cited inconsistencies between the
PES and Demographic Analysis (DA) estimates.  However, just as PES estimates have sampling error
(variance) associated with them, the DA estimates also have measures of uncertainty .  Census Bureau10

experts tried to quantify the uncertainty through probability references.  Because of the uncertainty, the
majority of the Census Bureau’s Undercount Steering Committee concluded in 1991 that the similarity
between PES and DA results was sufficient to support the judgement that the PES--although not
perfect--was reflecting real undercounts .  Further, the revised estimates produced by the CAPE in11

1992 removed some of the apparent inconsistencies between the PES and DA estimates.

In Census 2000, the Census Bureau expects the A.C.E. estimates for adult males, particularly for adult
Black males, to underestimate the net undercoverage compared to DA.

Variance of the Estimates:  Secretary Mosbacher doubted the reliability of the PES estimates
because of uncertainty about the properties of the smoothing model.   Although considered necessary
to offset the high variances in some of the 1991 design’s direct estimates, this procedure was troubling
to many senior Census Bureau statisticians.  Consequently, the 1990 PES estimation was redesigned in
1992, resulting in an improved design that required no smoothing, and it is the 1992 procedure that
provided the basic framework for the A.C.E.
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Smoothing will not be used in Census 2000, and the problem of estimating variances for a complex
smoothing will consequently not arise.

Other Technical Concerns:  In addition, Secretary Mosbacher questioned the overall quality of the
estimates because of analyses conducted by his special advisors that included how correlation bias is
measured and accounted for, and the amount of nonsampling error present in the undercount
measurement.

Correlation Bias: The DSE recognizes that persons may be missed from either the census or the
coverage measurement survey, and it estimates the number of persons missed by both by assuming
omissions are statistically independent in the two systems.  In effect, the DSE assumes that, within each
poststratum, (1) persons have the same probability of inclusion in at least one of the two systems, the
census or the coverage survey (homogeneity); and (2) inclusion in one system does not affect the
probability of inclusion in the other system (causal independence).  Under these assumptions, the
proportion of coverage survey persons also included in the census can be taken as an unbiased estimate
of the proportion of all persons included in the census.  Dividing the census count (adjusted for
estimated erroneous enumerations) by this proportion then provides an approximately unbiased
estimate of the true population.  To make the homogeneity assumption more likely to hold, this
calculation is carried out within poststrata defined by demographic and other characteristics (e.g., age-
race-sex, renter versus owner, geographic region).

Because of violations to homogeneity or causal independence, the DSE may misstate, and typically
understates, the true population of the poststratum.  In the past, including in 1990, DA has shown that
such understatement, or correlation bias, has appeared for adult Black males and, to a lesser extent, in
adult non-Black males.

In the presence of substantial correlation bias for adult males, the estimated undercounts for males and
females can be similar for ages where DA shows a differential male undercount.  This phenomenon,
cited in the decision document as evidence against the concept of correlation bias , is actually the12

outcome of it since, by detecting only approximately the same number of missing males as females in
1990, the DSE was underestimating the number of missing males.

Secretary Mosbacher appeared to use correlation bias as a reason not to adjust. He had two primary
concerns about correlation bias.  First, because the PES estimated  a significant number of persons not
included in either system, he concluded that it is not possible to judge whether the adjusted census is
distributionally superior to the enumeration simply by accounting for the additional persons estimated by
the PES.  Second, Secretary Mosbacher cited his special advisor who had concerns about how the
correlation bias was allocated to the model that measures the PES’ total error.  
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Since there is no unique way to allocate correlation bias to the model that measures the total
error in the PES, this allocation, which critically affects conclusions about the accuracy of the
census, was not based on empirical evidence on the distribution of those persons not estimated
by either the census or the PES but rather on a formula of convenience. 

The Census Bureau has consistently acknowledged that DA has provided evidence that the PES is less
than perfect.  Correlation bias has appeared, however, for groups with undercount rates consistently
higher than average.  Thus, the census counts understate the true population for these groups even more
than the DSE.  That is, the error in the census counts includes both the census undercoverage measured
by the DSEs, and correlation bias of the DSEs.

Secretary Mosbacher acknowledged that adjustment goes part of the way toward remedying the
undercount of Black males, but then he stated that simply increasing numeric accuracy does not
necessarily mean increasing distributive accuracy.  In fact, his special advisor stated that the implicit
assumption that would be made if the people missed by both the census and the DSE were included in
the adjustment would be that they are distributed the same way as the post-adjustment population.  The
advisor concluded that such an assumption had no empirical foundation.  

Because correlation bias remains an issue associated with adjustment, it is useful to elaborate the
implications of the advisor’s analysis.  On the basis of the number of males unmeasured by the 1990
PES, the advisor was in effect arguing that it was impossible to judge improvements to distributive
accuracy because of the unknown geographic distribution for the missing males.  But the census counts
were missing those males as well.  The same line of argument leads to the conclusion that it is
impossible to determine the effect on distributive accuracy of any other census operation, even after the
census is completed, because hypothetical geographic distributions for the missing males leave too
much uncertainty about the true distribution. 

To restate this observation in terms of the Black undercount specifically, suppose that the Census
Bureau had been able to include in the 1990 census cost-effective coverage improvement operations
that would have removed the same proportion of the Black undercount as measured by the 1990 PES. 
Hypothetically, the 1990 census counts would have agreed with the actual 1990 PES findings, and the
results of the PES for this hypothetical census would have shown no net undercount.  Nonetheless, DA
would have still identified the number of missing males and the associated correlation bias.  Seemingly, a
broad social consensus would have supported such improvements to the census, even if some males
remained omitted.  The lack of direct evidence on the distribution of missing males would not have been
a cogent reason to forgo such hypothetical improvements to the census.  Since the missing Black males
generally live among other Blacks, it is likely that major improvements to the Black counts increase
distributive accuracy.

Secretary Mosbacher’s second concern stemmed from remarks of an advisor, who pointed out that
there is no unique model of allocating correlation bias for the loss function analysis, and that the Census
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Bureau’s model was ingenious yet untenable.  The advisor provided no alternative upon which to
compare, however.  The Census Bureau shared Secretary Mosbacher’s concern about how correlation
bias was allocated to sub-national levels.  Consequently, to address the effects of allowances for
correlation bias on evaluations of the accuracy of census counts versus PES estimates, subsequent
CAPE evaluations were typically run both with and without an allowance for correlation bias.  Finally,
for the 2000 A.C.E. evaluations, the Census Bureau is examining better measures of and methods for
allocating correlation bias sub-nationally for purposes of later analysis.

Level of nonsampling error:  As for other nonsampling error (for example, matching error) present in
the undercount measurement, the Census Bureau invested significant resources in over 20 evaluations to
measure nonsampling error in the PES.  The errors reflected both under- and over-estimates of the
undercount, so were offsetting.  For example, correlation bias resulted in an under-estimate of
undercount while false nonmatches resulted in an over-estimate.  The results were used to develop a
total error model that reflected net nonsampling error so that a fair comparison could be made between
the relative accuracy of the PES as compared to the census undercount.  To the extent possible, the
total error reflected all known sources of error.  This comparison provided the basis for the CAPE to
conclude that the adjusted data were more accurate nationally, by state, and for areas above 100,000
persons. 

Further, the Census Bureau has made a number of changes to the A.C.E. design to decrease
nonsampling error from 1990 levels.  For example, an automated matching system will be used in 2000
with additional edits built into the software that should reduce matching error from 1990 levels.
Likewise, the use of laptop computers for person interviewing will decrease transcription error and
missing data.  As in 1990, the Census Bureau is planning an extensive set of evaluations to support a
total error model to ensure as valid as possible a comparison between adjusted and unadjusted
numbers.

Guideline Two

Guideline Two states that the adjusted numbers will be consistent across geographic levels, of sufficient
detail for use, and of a sufficiently high quality.  Our standards and adjustment methodology are
consistent with this guideline.  Clearly, the synthetic model consistently applies the correction factors
down to the block level, meeting the requirements for consistency and detail. 

The Synthetic Assumption:  In the decision paper, Secretary Mosbacher concluded that there is no
convincing evidence that homogeneity within the poststrata used in adjusting the census counts is a
statistically valid assumption.  He also concluded that heterogeneity may lead to less accurate counts at
local levels.  As stated earlier, one of the Secretary’s special advisors conducted analyses of simulated
adjustments at the block- and district office-level and concluded that distributive accuracy, that is, the
shares, suffered much more from the simulated adjustment than numeric accuracy.  Consequently,
Secretary Mosbacher took the position that a substantial portion, possibly a majority, of district office-
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size units, could be made worse off by adjustment.  The work described in the decision paper was
preliminary, however, in three respects.  First, the analysis was conducted on only one cluster set out of
the 10 in the advisor’s sample.  Second, under the distributive accuracy simulation, only 7 out of 100
runs of the data showed a majority of districts made worse in relative terms by adjustment.  Third, even
the advisor himself stated that the results were preliminary.

Prior to the decision paper, the Census Bureau’s Undercount Steering Committee analyzed evaluation
reports and other independent analyses of heterogeneity.  From these results, the majority concluded
that empirical evidence suggested that advantages of the adjustment relative to unadjusted counts were
not substantially distorted by lack of an explicit evaluation of heterogeneity.  Further, the CAPE
subsequently addressed the heterogeneity issue in its analyses of the 1992 redesign and concluded that
it did not have a deleterious effect on the accuracy of the adjusted counts.  Finally, the Census Bureau
has adopted an improved poststratification strategy for the A.C.E., taking advantage of the increased
sample size to improve homogeneity.

Guideline Three

Prespecification:  Secretary Mosbacher concluded that with operations as complex as the census or
the PES, complete prespecification was simply impossible.  The vast majority of statistical methods
were prespecified.  However, the Census Bureau consulted with the Secretary’s Special Advisory
Panel members to ensure their concurrence when the data required deviation from the prespecification. 
For example, after consultation, Census Bureau statisticians changed a parameter used in the smoothing
model.  Secretary Mosbacher concurred with the Census Bureau that it must be free to make
technically defensible adjustments to the planned process as actual data became available.

For 2000, the Census Bureau will have prespecified most or all aspects of estimation.

Robustness:  Although Secretary Mosbacher discussed possible robustness issues about both the
imputation model for missing data in the PES and the Census Bureau’s poststratification strategy, his
main concern was with the lack of robustness associated with the smoothing procedure.  The Census
Bureau agreed with Secretary Mosbacher that models that are used in producing estimates must be
robust.  The Census Bureau analysis concluded that the imputation Model was robust and that a lack of
robustness from alternative poststratification groupings would not seriously affect the accuracy of the
adjusted counts.  However, the Census Bureau agreed with Secretary Mosbacher’s concern about the
smoothing procedure.

Accordingly, the Census Bureau has decided not to use smoothing in creating the estimates for the
2000 A.C.E.
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The Other Guidelines

The remaining guidelines are less technical and do not have a clear implication for Census 2000
planning.  
C Guideline Four concerned the impact of adjustment on future census efforts.  Although

Secretary Mosbacher argued that, on balance, adjustment might harm future censuses, his
arguments are beyond the technical scope of this document.

C Guideline Five concerned the legality of adjustment, but the decision document took no position
on this issue.  

C Guideline Six concerned the completeness of the adjustment and the supporting research.  For
Census 2000, the Census Bureau has committed to producing all estimates required for
redistricting by the statutory April 1, 2001 deadline.  The Census Bureau is currently planning
an evaluation program for Census 2000 but uses the findings from the 1990 evaluations in
guiding many of its decisions.

C Guideline Seven concerns the disruptive effect of adjustment.  In 1990, the adjustments were
available only after unadjusted counts had been released, including counts for redistricting.  The
disruption stemming from the initial use of unadjusted numbers followed by a potential switch to
adjusted ones will be avoided in 2001 by releasing the adjusted counts in time for statutory
deadlines.

C Guideline Eight required a full articulation of the basis and implications of the adjustment and
adequate documentation for it.  The decision document stated that this guideline had been met. 
The Census Bureau is also addressing this issue in Census 2000.















































































































































January 12, 2000

Chronology of Events for the 1990 Census Adjustment Decision

1980 rr 1980 Census taken
r Formation of Undercount Steering Committee
r Decision was made not to adjust the Census.  Undercount Research Staff formed

to conduct coverage measurement research

1985 r The Bicentennial Census, a National Academy of Sciences Committee on National
Statistics report, recommends method for adjustment of the count and improving
accuracy in 1990

r Census Bureau tests computer matching technique in Florida test

1986 r Census Bureau conducts Test of Adjustment Related Operations (TARO) in Los
Angeles to determine feasibility of adjustment of 1990 census.  Bureau concludes
that it is technically feasible to adjust the Census, but there are operational
concerns.

1987
Spring r Census Bureau announces it has developed a feasible method for undercount

adjustment using a 300,000 household Post Enumeration Survey (PES)
October r Commerce Department cancels the plans for the PES for adjustment

1988
Fall r New York City sues the Commerce Dept for reinstatement of the PES and

adjustment

1989
July r Government signs stipulation agreement with New York plaintiffs reinstating PES

and adjustment methodology; decision on which results to use set for July 1991. 
The settlement had 3 outcomes:

1.  A PES would be conducted and evaluated to see if it could be used to
correct the Census count by 7/15/91.  The Secretary of Commerce
would make decision.

2.  The Secretary of Commerce would publish guidelines he would follow
to make decision.  

3.  An eight member Special Advisory Panel was appointed to advise the
Secretary.  Four members on each side of the argument.
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July r Reestablish Census Undercount Steering Committee with Paula Schneider as chair.

1990 r 1990 Census taken
March r Guidelines are issued by the Secretary, challenged and upheld
Winter r Unadjusted 1990 Census results released

1991
Jan. 1-
 April 4            * Redistricting 
June r Completed extensive evaluation of the PES.  Twenty-one evaluations on the

sampling and non-sampling error and eleven for demographic analysis.  
June 21 r Census Undercount Steering Committee issued recommendation that Census be

adjusted.
June 28 r Census Director Barbara Bryant recommended to Secretary Mosbacher that the

1990 Census be adjusted.  Special Advisory Panel rendered a split decision (4
members for adjustment and 4 against adjustment).

r Under Secretary Darby recommended not to adjust the 1990 Census.
July 22 r Secretary Mosbacher decided not to adjust the 1990 Census.  He directed Bureau

to review results of PES and see if PES could be used to adjust the post-censal
estimates.

Summer r NYC requests a trial to determine if Secretary’s decision was “arbitrary and
capricious”

August * CAPE committee formed to direct research on potential adjustment of post-censal
estimates

Fall * CAPE issues report indicating that states are improved while results are not
conclusive for small areas

r Decennial Census Improvement Act creates National Academy of Sciences panel
to study improved methods for 2000 Census

October r Computer error discovered in 1991 estimates

1992 r Two CNSTAT panels were formed to study improvements for 2000 Census
Spring r 1990 Census lawsuit goes to 13 day trial
Dec. 29 r Census Director Barbara Bryant decides not to adjust post-censal estimates on the

basis of the PES.  Adjustment would make distribution for states better but cannot
make any conclusions for entities with less than 100,000 population.  So Director
decided not to adjust since could not improve coverage in all areas.  She did
announce that the Federal Statistical System could use adjusted numbers for survey
controls. 

1993
Spring r Judge McLaughlin rules, holding that the decision of the Commerce Secretary was

not “arbitrary and capricious”



3

Sept. 29 r BLS decided to use adjusted population counts for CPS controls.  Rest of Federal
Statistical System followed.













































































































































































ESCAP MEETING NO. 4 - 01/12/00

MINUTES



Minutes of the Executive Steering Committee on 
Accuracy and Coverage Evaluation (A.C.E.) Policy (ESCAP) Meeting # 4

 
January 12, 2000

Prepared by: Maria Urrutia and Genny Burns

The fourth meeting of the Executive Steering Committee on Accuracy and Coverage Evaluation Policy
was held on January 12, 2000 at 10:30.  The purpose of this meeting was to discuss the 1990 Census
experiences regarding use of statistical methods to adjust the census.  Two aspects were discussed: (1)
a chronology of events, and (2) the decision process.

Persons in attendance: 

William Barron 
Nancy Potok 
Paula Schneider
Cynthia Clark 
Nancy Gordon
John Thompson 
Jay Waite
Bob Fay
Raj Singh
Gregg Robinson
Signe Wetrogen
Carolee Bush
Sally Obenski
Maria Urrutia
Genny Burns

I. Chronology of Events for the 1990 Census Adjustment Decision

John Thompson presented the attached chronology of events for the 1990 Census adjustment
decision.  The following handouts for the discussion were distributed and will be on file with
these minutes. 

(1) Bureau of the Census, “Assessment of Accuracy of Adjusted Versus
Unadjusted 1990 Census Base for Use in Intercensal Estimates,” Report of the
Committee on Adjustment of Postcensal Estimates, August 7, 1992.

(2) Department of Commerce, Office of the Secretary, “Adjustment of the 1990
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Census for Overcounts and Undercounts of Population and Housing; Notice of
Final Decision,” Federal Register, Part III, July 22, 1991.

(3) Obenski, Sally, “Summary of C.A.P.E. Technical Findings”, 
January 11, 2000.

(4) Obenski, Sally and Fay, Robert, “An Analysis of the Consistency of the 1991
Mosbacher Guidelines to Census Bureau Standards”, DRAFT, January 11,
2000.

(5) Thompson, John H., Memorandum for CAPE Committee, Addendum to
August 7, 1992 CAPE Report, November 25, 1992. 

(6) Thompson, John H., Chronology of Events for the 1990 Census Adjustment
Decision, January 12, 2000.

In 1980, the Bureau of the Census and the Department of Commerce were sued over the
decision to not use statistical methods to adjust the census.  Because of problems with the
Coverage Measurement Survey, the Bureau was opposed to adjustment and this was upheld in
court.  After the 1980 Census, the Bureau formed the Undercount Research Staff.

The Census Bureau planned a dual track approach for the 1990 Census based on conducting
the best possible census while having processes in place for adjustment.  A decision on which
track to pursue was to be made before the census.  A sample of 300,000 housing units was
allotted for the Post-Enumeration (PES), 150,000 of which were targeted for research and
evaluation and 150,000 for adjustment purposes.   In October 1987, the Commerce
Department announced that the PES would not be used for adjusting the 1990 Census. This led
to multiple suits being filed which were aimed at directing the Bureau to use the PES for
adjustment purposes.

In 1989, a settlement was reached in litigation with the following results:

(1) The Bureau would conduct the PES and the Secretary of Commerce would
decide whether to adjust the census by July 15, 1991.

(2) The Secretary of Commerce would publish guidelines that would be followed in
reaching a decision.

(3) A panel of experts, four members on each side of the litigation, would be
formed to advise the Secretary of Commerce. 

To support the analysis of the guidelines, the Bureau conducted various evaluations. The
Census Bureau senior technical staff, the Undercount Steering Committee, reviewed the
evaluation results and recommended that the 1990 Census be adjusted.  Director Bryant
reviewed the Census Bureau’s technical decision and based on the research and on her analysis
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recommended adjustment.  Senior Department of Commerce management recommended
against adjustment.  The Special Advisory Panel rendered a split decision.  

The Secretary of Commerce reviewed the recommendations and decided not to adjust and
published this decision in the Federal Register Notice on July 22, 1991.

The Secretary of Commerce directed the Census Bureau to review the results of the PES to
determine if these could be used to adjust the post-censal estimates.  The Census Bureau
formed the Committee on Adjustment of Postcensal Estimates (C.A.P.E.) to direct these
efforts. The post-censal estimation adjustment decision was delegated to the Director of the
Census Bureau.  As part of the C.A.P.E. review, a computer error was found and corrected. 
The C.A.P.E. issued a report indicating that adjustment would make distribution for states
better but could not find any differences between the adjusted and unadjusted data for entities
with less than 100,000 population. Since adjustment was not demonstrated to improve
coverage for all areas, Director Bryant decided not to adjust post-censal estimates on the basis
of the PES.   She did decide that the Federal Statistical System could use adjusted numbers for
survey controls.

II. Mosbacher Guidelines

The handout, “An Analysis of the Consistency of the 1991 Mosbacher Guidelines to Census
Bureau Standards,” was discussed.  The details of the decision made by Mosbacher are
discussed in this handout.  Following are the key points.

(1) The Secretary’s decision was based on criteria that required the adjustment be
shown to be better at all levels used.  The effect of this principle was that the
unadjusted census estimates were assumed to be better a priori.  

(2) It was noted that the Secretary’s decision rested solely on the concept of
distributive accuracy.  Also, it was noted that the wide variety of census data
uses necessitates that both numeric and distributive accuracy are important to
consider.  

III. Next Meeting

The next meeting will be held on Wednesday, February 23, 2000.  The agenda topics are a
summary of the February 2-3 National Academy of Science (NAS) discussion on
poststratification and actions the Bureau will take as a result of this discussion.
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ESCAP Committee cc:

Kenneth Prewitt Teresa Angueira
William Barron Ed Gore
Nancy Potok Ed Pike
Paula Schneider Catherine Miller
Cynthia Clark Fay Nash
Nancy Gordon Miguel Perez
John Thompson, Chair Maria Urrutia
Jay Waite Genny Burns
Bob Fay Carolee Bush
Howard Hogan Donna Kostanich
Ruth Ann Killion Raj Singh
John Long David Whitford
Susan Miskura Gregg Robinson

Signe Wetrogen
Magdalena Ramos
Sally Obenski



ESCAP MEETING NO. 5 - 02/23/00

AGENDA



Kathleen P Zveare
02/23/2000 07:03 AM

 
 To: Margaret A Applekamp/DIR/HQ/BOC@BOC, William G Barron 

Jr/DIR/HQ/BOC@BOC, Hazel V Beaton/SRD/HQ/BOC@BOC, Phyllis A 
Bonnette/DIR/HQ/BOC@BOC, Geneva A Burns/DMD/HQ/BOC@BOC, Carolee 
Bush/DMD/HQ/BOC@BOC, Elizabeth Centrella/DSSD/HQ/BOC@BOC, Cynthia Z F 
Clark/DIR/HQ/BOC@BOC, Mary A Cochran/DIR/HQ/BOC@BOC, Patricia E 
Curran/DIR/HQ/BOC@BOC, Robert E Fay III/DIR/HQ/BOC@BOC, Angela 
Frazier/DMD/HQ/BOC@BOC, Nancy M Gordon/DSD/HQ/BOC@BOC, Jeannette D 
Greene/DIR/HQ/BOC@BOC, Linda A Hiner/DSSD/HQ/BOC@BOC, Howard R 
Hogan/DSSD/HQ/BOC@BOC, Sue A Kent/DMD/HQ/BOC@BOC, Ruth Ann 
Killion/PRED/HQ/BOC@BOC, Lois M Kline/POP/HQ/BOC@BOC, John F 
Long/POP/HQ/BOC@BOC, Susan Miskura/DMD/HQ/BOC@BOC, Nancy A 
Potok/DIR/HQ/BOC@BOC, Kenneth Prewitt/DIR/HQ/BOC@BOC, Betty Ann 
Saucier/DIR/HQ/BOC@BOC, Paula J Schneider/DIR/HQ/BOC@BOC, Rajendra P 
Singh/DSSD/HQ/BOC@BOC, Carnelle E Sligh/PRED/HQ/BOC@BOC, John H 
Thompson/DMD/HQ/BOC@BOC, Maria E Urrutia/DMD/HQ/BOC@BOC, Preston J 
Waite/DMD/HQ/BOC@BOC, Tommy Wright/SRD/HQ/BOC@BOC, Jane F 
Green/DSD/HQ/BOC@BOC

 cc: 
 Subject: Agenda for Today's ESCAP Meeting

* * * R E M I N D E R * * * *

The agenda for today's ESCAP meeting which is scheduled from 10:30-12 in 
Rm. 2412/3:

The summary of February 2-3 NAS discussion on post-stratification and 
actions the Census Bureau will take as a result of this discussion.
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Issues Raised at the NAS Panel Meeting, 2-3 Feb. 2000 and
Census Bureau Actions 

March 30, 2000

Issue: Census Adjustment Objective/Numeric vs. Distributive Accuracy

1. Need for clarification on the overall objective of adjustment.  Is the objective to
improve overall numeric and distributive accuracy or to improve demographic
distributive accuracy while not adversely affecting geographic distributive accuracy?  

2. Need for a clear explanation on how numeric vs distributive accuracy affect decennial
planning and evaluation.

3. Need for documentation on the effects of adjustment on small areas, especially blocks. 

Actions: The first two issues are being addressed in large part in the bureau’s A.C.E. feasibility
document being prepared by the Associate Director of Decennial Census.1

Additionally, two analyses supporting the feasibility paper examine distributive
accuracy. 2 An assessment of the Mosbacher 1991 decision criteria examines the
relative merits of numeric v distributive accuracy, and an assessment of small area
accuracy discusses key aspects of assessing distributive accuracy in both the census
and the PES.  The last issue regarding small area accuracy should be resolved upon
completion of a research project on block-level accuracy conducted by Dr. Bruce
Spencer and Ms. Joan Hill. 3

Issue: The Adjustment Decision Process/Performance Indicators

1. Unanimous recommendation for a public discussion of the evaluation process that the
Census Bureau will follow in determining whether to release adjusted redistricting data. 

2. The need to identify what performance indicators/data will be available to inform
decision-makers prior to April 1, 2001.

Action: The bureau will document the decision process, including identifying those data that will inform
decision-makers as to whether to release adjusted data.  The plan will be available for the
panel’s review by September 2000.4  

Issue: Heterogeneity

1. An assertion was made that nothing has changed since 1990 that would affect
heterogeneity.  Additionally, a request was made for a document listing the changes
made since 1990 that address heterogeneity issues, including a brief discussion of the
expected effect of each change. This is important because with LUCA and Be Counted
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and other changes, the census could be more heterogeneous than in 1990, something
the A.C.E. cannot control.5  

2. Document the strengths and weaknesses of models and assumptions used in the
A.C.E.6

Action: Dr. Howard Hogan’s staff is developing documentation to address these concerns.  

Issue: Evaluations

1. The need for a summary listing of the planned A.C.E. evaluations and how they will be
used to estimate total error.

Action: Such a listing can be derived from draft study plans involving the total error model drafted by
PRED. The study plans should be close to or finalized by the fall panel meeting. The plan for the
total error model is in progress.7

Issue: Poststratification

1. The need for an outline of the decision process.  This would address the concern
expressed that the race combination decisions seem ad hoc. 

2. Choose labels carefully for poststrata. 

Actions: Dr. Bob Fay will be assisting DSSD staff in documenting the decision process.  Dr.
Hogan will be including a rationale for the bureau plan for combining race groups.8

Issue: Movers

1. The need to have a brief document outlining why the bureau chose PES-C--including
the weaknesses of this approach and why they are acceptable. 

2. The need to look at the assumption that outmovers = inmovers numbers, that is, the
need to ensure the consistency of the P- and E-samples.  Therefore, the bureau needs
additional information on:
! The movement of college students from dormitories to housing units.
! Internal migration, e.g., persons moving from FL to NY from Census Day to

A.C.E. interview day.  This is related mainly to the regional variable but also
involves the mail, MSA/TEA, and even tenure variables.

! Number of outmovers for which the bureau can get matchable materials.
! Net migration among poststrata for the April to June or July timeframe.
! Match rates for movers, before and after imputation.
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Actions: Dr. Hogan will prepare a document discussing the strengths and weaknesses of PES B
versus PES C and why we selected PES C.  Additionally, his staff is assessing the P-
and E-sample consistency issue and will include their findings in the analysis.9 

Issue: Missing data

1. The need to approximate what would have happened in 1990 if the bureau had
used the ratio estimator versus the logistic regression model.

2. Provide more details about imputation cell estimation.
3. Provide more details about the characteristic imputation
4. Noninterview (NI) adjustment to whole household (HH) noninterviews need

some scrutiny (probably because not enough details in background materials)

Actions: The bureau will not approximate what would have happened in 1990 had the ratio
estimator been used because there was so little missing data that the difference would
have been minimial.  As for the other issues, the detailed specifications in progress
should address these and any other lingering concerns of panel members and invited
guests. 10

Issue: CAPI by Telephone Interviews

1. The need to address the concern that early interviews (especially by the phone)
may have different expected values for missed persons and different accuracy
for mover reports.

2. Is either operational or model independence being violated?
3. Is there anything to the concern that telephone CAPI will suppress reporting of

children?

Actions: Dr. Hogan and his staff will assess the need to examine these issues further.11

Issue: Definitions/Clarification

1. Dr. Norwood requested an explanation of the differences among demographic
analysis, population estimates and population projections.  

Action: Dr. John Long will prepare this explanation.12 
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1.  Thompson, John, “The Accuracy and Coverage Measurement Evaluation Survey:  A Statement
on the Feasibility of Increasing Accuracy Through Statistical Methods,” Draft March 31, 2000.

2. Obenski, Sally, “ An Analysis of the Consistency of the 1991 Mosbacher Guidelines to Census
Bureau Standards,” Draft February 23, 2000.  Obenski, Sally, “Analysis of C.A.P.E. Findings
for Small Geographic Areas,” Draft February 24, 2000.

3. Spencer, Bruce and Hill, Joan, “Accuracy of Block-Level Estimates of Population,” Draft
XXXX.

4. TBD

5. TBD

6. TBD

7. Spencer, Bruce, “Components of Error Needed for the Total Error Model,” Draft February
13, 2000.

8. TBD

9. TBD

10. Cantwell, Pat and Ikeda, Michael, ...Specifications for Missing Data Model, XXX.

11. TBD

12. TBD

13. Fay, Bob and Obenski, Sally, “An Assessment of Wachater and Freedman’s PES Statistics
and Issues,” Draft March XX, 2000.

Issue: The PES “Error Chart”

1. The need to understand the numbers presented and to refute the arguments. 
Action: Bob Fay and Sally Obenski are preparing a document that explains the numbers and responds

to the underlying issues.13 

End Notes
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February 2-3 NAS Panel on Dual System Estimation: Bureau Summary of 
Topics, Discussion, and Closing Statements

April 3, 2000

Summary Objective and Scope

The purpose of this summary is to document the key issues that were raised and discussed
during the panel’s February meeting on the Accuracy and Coverage Evaluation Survey’s
(A.C.E.) underlying methodology, Dual System Estimation (DSE).  This summary is an
internally-generated analysis that identifies issues raised by the panel and invited guests to
assist decennial managers in focusing discussion and prioritizing action plans.  Neither the
panel members nor the invited guests has seen or reviewed this document.  The information in
the document is not an official representation of participants’ positions.  It is the Census
Bureau’s best recollection of the discussions ensuing over the two days and will only be used
for internal planning.  Further, this document is not intended to be a detailed transcript with
every comment attributed to a panel member or invited guest.  An official document will be
prepared and distributed by the panel.  Consequently, other than a few of the principals, such
as the panel Chair, names have not been used.  

The summary reflects an analysis by Census Bureau officials of the discussion over the two-
day period that has been reorganized into topics.  It begins with opening statements, provides
an overview of the A.C.E. design, describes key topics, associated issues, and perception on
consensus, and concludes with invited guests’ closing remarks.  

Background 

The Panel to Review the 2000 Census was convened by the Committee on National Statistics,
National Research Council, in the fall of 1998, at the request of the U.S. Census Bureau.  The panel,
which is chaired by Dr. Janet Norwood, former commissioner of the U.S. Bureau of Labor Statistics, is
charged to review the methods, procedures, and results of the 2000 census.

The panel will review features of the census that affect the completeness and quality of the data, such as
the Master Address File (MAF), follow-up for nonresponse, proxy responses, race and ethnicity
classifications, and other areas.  The panel will also review the statistical methods, operations, and
results of the planned A.C.E. and DSE methods that the Census Bureau intends to use to evaluate the
coverage of the census and to produce adjusted counts in the spring of 2001.  The primary focus of the
panel to date has been on the A.C.E.’s design and methodologies. 



2

To assist the panel in its evaluation, several meetings were planned to address critical aspects of the
A.C.E.  The panel met in October 1999 to discuss the sampling and estimation methodology of the
A.C.E.  In February 2000 the panel met to discuss statistical and operational issues regarding DSE.  In
the fall of 2000 the panel plans to meet to review the process and performance indicators that Census
Bureau officials will use to decide whether to release adjusted redistricting data in the spring of 2001.  

Opening Statements

Opening statements were made by the panel chair, Dr. Janet Norwood, the Director of the Census
Bureau, Dr. Ken Prewitt, and the Associate Director for Decennial Census, Mr. John Thompson.  (Mr.
Thompson’s opening statements are summarized in the numeric versus distributive accuracy section.) 
Dr. Norwood stated that the purpose of the meeting was to obtain as much information as possible
about DSE and the A.C.E. design, not to revisit the 1990 adjustment issue.  She further stated that the
meeting was not to be about politics, that differences of opinion were to be expected, and that the panel
had no official position on adjustment at this time.

Dr. Prewitt opened by telling the panel and invited guests that the Census 2000 was currently on
schedule.  He then made several statements about adjustment and accuracy.  He stated that criticisms
of adjustment can be grouped into (1)  accusations that the Census Bureau is pursuing partisan politics;
(2) concerns over operational feasibility; (3) concerns over public acceptance; and (4) differences in
opinion about improvements realized from adjustment.  He stated that the first concern is misplaced but
is interested in examining the others.  Consequently, Dr. Prewitt asked for a precise framing of the
issues by the panel and other contributors, particularly if during that process verifiable facts can be
identified.  He then stated that the Census Bureau’s position on distributive versus numeric accuracy
was to favor numeric, as it was difficult to maximize both. 

Dr. Prewitt concluded by asking two questions:   (1) How would you design a census to achieve
distributive accuracy? (2) What are the facts about congressional seats shifting as a result of the
computer programming error discovered in 1992? 

A.C.E. Design Overview

Dr. Howard Hogan, Chief of the Decennial Statistical Studies Division, was the Census Bureau
presenter of the A.C.E. design.  He first provided an introduction to the underlying methodology, DSE, 
used in the A.C.E.  He included the criteria that defined an application being “in” the census:   (1)
appropriateness of enumeration; (2) uniqueness; (3) completeness; and 
(4) geographic correctness.   Dr. Hogan then outlined changes and improvements in the A.C.E. over
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the 1990 Post Enumeration Survey (PES).  

Improvements included: 

! To minimize 1990 concerns about block size differences, the Census Bureau used the most
recent address listing during sample reduction for the A.C.E.;

! To obviate 1990 variance concerns about small blocks, in 2000, the Census Bureau will reduce
the small block universe whenever possible by using a clustering algorithm that will group
smaller blocks with larger block clusters; and,

! To reduce transcription and keying errors, the Census Bureau will use Computer-Assisted
Person Interviewing (CAPI) for the A.C.E. person interview.  A relatively small percentage of
the overall sample size will be interviewed via CAPI by telephone after their census
questionnaires have been received.  CAPI by telephone will facilitate training for the person
interviewing that starts in July right after Nonresponse Follow-up with the Nonresponse
Conversion Operation going into early fall.

 
Other changes included:

! Increasing the sample size and sampling probabilities should reduce variance levels from 1990
and improve small block sampling; 

! Group Quarters (e.g., college dormitories) will not be included in the A.C.E.; 
! Two variables will be added to the 1992 poststratification design (i.e., mail return and

Metropolitan Statistical Area/Type of Enumeration Area (MSA/TEA));
! The approach for handling people who have either moved out of or into the A.C.E. sample

(i.e., movers) has changed from PES B to PES C;
! Instead of searching the areas surrounding the entire A.C.E. sample for matches, the search

area will be limited to a targeted extended search;
! There will be overlap between the A.C.E. and Nonresponse Follow-up during the CAPI

interviewing by telephone; and,
! In 2000, because of the increase in sample size, the Census Bureau will not use the statistical

method of smoothing to offset the effects of high variability.            

Numeric versus Distributive Accuracy 

The relative merits of numeric versus distributive accuracy was a pivotal topic in 1991 discussions
about adjustment.  Improving numeric accuracy refers to getting the total population  as close to “truth”
as possible.  Improving distributive accuracy refers to getting the allocation of the population to states
or other geographic units as close to “truth” as possible.  Both are important to uses of census data.  
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Issue
While improving both aspects of accuracy is important, it may not be always possible, even at larger
geographic levels.  Complicating the issue is that improving distributive accuracy can apply to both
demographic groups as well as to geographic units.  Consequently, it is important to clarify the overall
objective of adjustment, including how numeric versus distributive accuracy affects decennial planning
and evaluation.  

Bureau Statement
Mr. Thompson elaborated on numeric versus distributive accuracy.  He explained that in planning for a
census or any other survey, the Census Bureau looks for design procedures to improve numeric
accuracy.  If executed perfectly, such procedures will improve distributive accuracy.  However, the
bureau does not plan a design based on improvements to distributive accuracy; again, it focuses on
increasing numeric accuracy.  In 1990, PES evaluations almost exclusively focused on distributive
accuracy while evaluations of other coverage improvement programs focused on numeric.  In 2000,
evaluations will focus on both aspects of accuracy for all coverage improvement programs, including the
A.C.E. 

Discussion
Several participants stated the importance of distributive accuracy as a goal--that is, getting the
proportion of the population or share closer to “truth.”  In response, Dr. Hogan asked how one would
go about planning for improved distributive accuracy.  The Deputy Director, Mr. William Barron,
asked whether the Census Bureau should walk away from numeric improvements in the American
Indian count, for example, if distributive accuracy were not improved.  Further, one participant pointed
out that the formulae for the DSE are for counts and were not designed to improve distributive
accuracy.  In response, another participant stated that formulae are not determinative and that to
evaluate the methodology, one must work through the counts to get to the shares and the uses of census
data.  Likewise, one participant concluded that everything is about shares, and another stated that
operational decisions should focus on numeric accuracy, but whether to adjust should be a distributive
accuracy question. 

Another area of discussion was whether the appropriate share metric should be geographical or
demographic.  Several participants pointed out that the emphasis on counts for the undercounted
population groups is really a sense of shares and is somewhat of a hybrid.  From that perspective, the
Census Bureau can use distributive accuracy as a planning tool.  Because of increasing tension between
multiple criteria, e.g., accuracy of groups v geographic areas, one participant suggested one objective
could be to reduce the differential undercount without adversely affecting the rest of the census. This
prompted two additional comments.  One participant stated that if shares are the ultimate goal, then the
Census Bureau should measure a given demographic group across all geographic areas.  Another
asked which vector of errors the Census Bureau preferred--demographic groups or geographical
areas?  He added that one vexing problem would be how to factor shares into performance indicators
used to make the adjustment decision. 
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Consensus
Participants focused mostly on the importance of distributive accuracy but seemed to recognize the
complexity of whether the objective is to improve the distributive accuracy of demographic groups or
geographic units or both.   Other than suggesting that the Census Bureau could plan for improved
distributive accuracy by focusing on groups, no one addressed Census Bureau concerns about how one
can plan for improved distributive accuracy. 

Decision Criteria/Performance Indicators

In 1990, the Census Bureau conducted and assessed 21 evaluations of the PES and 
11 evaluations involving demographic analysis prior to the July 1991 adjustment decision by the then
Secretary of Commerce Robert Mosbacher.  Synthesizing the volumes of data involved using a total
error model and loss functions to determine whether the error in the census was greater than the error
contained in the PES due to sampling and nonsampling (e.g., matching, recall) error.  Such a
comprehensive assessment cannot be conducted prior to the April 1, 2001 adjustment decision for
redistricting data. 

Issue
The Census Bureau will not have completed a full evaluation of the A.C.E. until well after the
adjustment decision.  Consequently, only limited data will be available prior to the adjustment.  The
Census Bureau needs to determine the degree to which it needs a formal decision process, supported
by performance data from the census and the A.C.E.
  
The Panel Chair Statement
Dr. Norwood reiterated that the purpose of the panel is not to decide whether numbers should or
should not be adjusted but to evaluate what the Census Bureau has done.  She then posed the following
question:   What should be looked at to evaluate the accuracy of the census with and without
adjustment? 

Discussion
Most participants seemed to acknowledge that repeating the 1991 Mosbacher-type assessment before
April 1 was not feasible.  However, many did assert the need for some performance data to inform an
adjustment decision, while recognizing that some subjectivity is always necessary.  Dr. Norwood
suggested conducting some evaluations earlier than planned.  One participant stated that the Census
Bureau should provide (1) a public list of things to do before the numbers are released on April 1, (2) a
catalogue of assumptions and error-sources in the A.C.E. (but focus on gross errors), and (3) a list of
the planned A.C.E. evaluations and how they will be used to estimate total error.  Many participants
provided possible performance indicators and evaluation methodologies.  The suggested performance
indicators included:
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! Demographic sex ratios from the census;
! Address list matching from the A.C.E. housing study as an early indicator for the MAF quality;
! Census indicators, including mail response rates, geocoding errors, erroneous enumerations,

duplicates, and last resort cases;
! Intercensal estimates; and
! A.C.E. indicators, including interview rates, noninterview rates, quality control measures,

estimates/variance on estimates, numbers of movers, movers across poststrata lines, match
rates, missing data rates, and blocks in which matches exceeded enumerations (influential
blocks).

As for evaluation methodologies, one participant pointed out that the key was to understand the relation
between indicators and accuracy.  However, another responded by stating how difficult it will be to
synthesize the errors for decision-making.  Several suggested that although there was no “right”
scientific approach, it was important to conduct sensitivity analyses to better understand indicators and
error.  Using loss functions was suggested as a means to evaluate the consequences of using adjusted
versus unadjusted data at differing geographic and error levels. One participant provided the following
guidance: Obtain the best possible numbers, be perceived to have done a reasonable job, and bullet-
proof the Census Bureau against the unreasonable because their minds cannot be changed.
 
A few participants expressed a global concern that high-levels of all types of measurement error in the
1991 PES would be repeated in the A.C.E.   However, others pointed out specific concerns:  (1) A
potential increase in erroneous enumerations due to multiple response options (especially Be Counted)
and Complete Count Committees focused on making numbers bigger; and (2) A decline in data quality
due to the use of Optical Character Reading (OCR) in data capture. 

Consensus
Consensus was reached that the Census Bureau cannot repeat the 1991 Mosbacher-type assessment
prior to the decision to adjust, but should have a documented decision process with performance
indicators made publicly available.  Opinions differed as to the degree and effect of nonsampling error
on the 1991 PES.  Near consensus was reached on the need for careful controls for Be Counted
Forms (i.e., forms that do not have census identification numbers), but no consensus was reached on
whether the planned use of OCR would lead to a decline in data quality.  

Heterogeneity  

Two concerns about DSE are heterogeneity and correlation bias.  Heterogeneity occurs when there is a
failure of the so-called synthetic or homogeneity assumption in producing the adjusted census counts. 
As the first step, the population is divided into categories or poststrata defined by a number of
variables, such as age and sex, in a set of geographic areas.  An adjustment factor is estimated for each
poststratum.  The synthetic estimate is formed by applying the adjustment factors to the corresponding
counts by poststrata at the block level and aggregating the results to higher levels of geography.  The



1U.S. Census Monitoring Board, “Unkept Promise: Statistical Adjustment Fails to Eliminate
Local Undercounts, as Revealed by Evaluation of Severely Undercounted Blocks From the 1990
Census Plan,” Report to Congress, September 30, 1999.

2 Ibid.
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synthetic assumption assumes that the probability of being missed in the census is constant for each
person within a poststratum. 

Residual heterogeneity, that is, heterogeneity in census inclusion probabilities not explained by the
poststratification used to estimate census coverage, has two undesirable consequences. At the
poststratum level and above, the consequence is correlation bias; that is, missing the same people that
the census missed.  For "small areas" below the poststratum level, the concern is that geographic
variation in inclusion probabilities violates the synthetic assumption, leading to biased estimates for small
areas.  Critics of sampling often point to local heterogeneity as being an inherent problem with DSE that
demonstrates why the census counts should not be adjusted.  For example, the Census Monitoring
Board recently published a report on how statistical adjustment fails to eliminate local undercounts.1  

Issue
An assertion was made that nothing has changed since 1990 although a number of changes that affect
heterogeneity were discussed.  There needs to be determination of the degree that general
documentation is needed on planned models and assumptions and specific documentation is needed on
how 1991 heterogeneity concerns are being addressed in the A.C.E. design.

Bureau Statement
Dr. Hogan explained that the initial design did not share undercount data across state lines.
Undercounts for states were estimated directly from state-based samples, mitigating heterogeneity
concerns.  After the Supreme Court decision disallowing sampling to be used for apportionment
purposes, the Census Bureau reduced the sample size and changed the design by allowing the sharing
of undercount data among states.  Consequently, Dr. Hogan launched an intensive research effort to
design a poststratification model that would reduce heterogeneity. 

Discussion  
A presentation was given by Mr. Charles Jones, a Census Monitoring Board staff member, on the
results of the Board’s Report to Congress. 2  The presentation focused on the effects of adjustment on
1990 block-level accuracy.  The statement was made that DSE methodology does not correct small
area problems because of heterogeneity.  The study used directly calculated block-level DSEs to test
the assertion.  However, it was pointed out by other participants who had assessed the study that the
block-level data used by the Board did not have the associated weights and were not the numbers used
in 1990 to form the synthetic estimates.  Further, one participant dispelled the notion that the direct
DSE was “truth,” by giving Ft. Polk as an example.  Although Ft. Polk has a large population of



8

multiple minority groups, instead of indicating a high undercount as expected, the direct DSE indicated
low undercount.  Additionally, the participant stated that the Board’s study focused on the “tails” of the
DSE distribution (i.e., on the extremes) and, if one focused on the bulk of the distribution, it made the
case that the DSEs were, in fact, behaving as expected.  That is, although the effect was small,
adjustment did move the block-level counts generally in the right direction.  Moreover, the block-level
data are aggregated to higher levels where definitive improvements can be demonstrated.  

Several participants generally seemed to like the mail response variable in the poststratification scheme
and believed that it would reduce heterogeneity.  An assertion was made that little had changed since
1990 that would affect heterogeneity.  One participant asked whether the Census Bureau was planning
to document how heterogeneity and correlation bias are or are not dealt with in the A.C.E.  He
suggested that perhaps the research community should spearhead a major effort of this kind.  Generally,
however, statements indicated that little difference exists between unadjusted and adjusted data at the
block-level--both have errors.  Focus should not be on blocks but on how blocks are aggregated into
tabulations for census uses.  

Consensus
No consensus was reached on how serious the effects of heterogeneity are on DSE accuracy.  

Poststratification

The 1991 PES design included 1,392 different poststrata.  Poststratification is the dividing up of the
population into groups with similar capture probabilities. They were formed according to pre-identified
variables, such as age, sex, race, tenure, and other variables thought to be associated with differing
capture probabilities.  A person could be only one poststratum grouping. One of the complexities for
2000 is that the ability for people to select more than one race increases the possible outcomes by
almost tenfold.  

Because the sample size was relatively small (about 160,000) and the number of poststrata large
(1,392), some of the poststrata had high variances that led to the use of a statistical model called
smoothing.  In part, because of the complexity of smoothing, the Census Bureau eliminated its need by
reducing the number of poststrata to 357 during its 1992 analysis of whether intercensal estimates
should be adjusted.  

Issue
Two issues emerged over poststratification.  The first was the adequacy of the Census Bureau’s design.
However, the Census Bureau made a late change in a variable and was not able to provide detailed
performance information on the selected model.  A second issue was the treatment of individuals who
respond to more than one category.  A potential problem is that, given different data collection modes
between the census and the A.C.E. (i.e., paper versus CAPI) and as the number of choices increase
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(e.g., selecting single race, two races, or three), misclassification errors could increase.

Bureau Statement
Dr. Hogan began the poststratification discussion by stating that the 1992 357-poststrata design was
used as the baseline design for the A.C.E.  The major changes included (1) using region only for non-
Hispanic White owners; (2) adding a mail response variable (the real-time mail response rates); and (3)
attempting to approximate urban/rural through the MSA/TEA variables.  He explained that originally his
staff was hoping to get urban/rural status but was told that it would not be operationally possible. 
Therefore, his staff had to make a late change in the plan, which will be finalized and documented in a
couple of weeks.  He then identified the following criteria used for selecting poststrata:

! Similar capture probabilities;
! Similar net undercount;
! Permit detection of differences among geographic areas;
! Poststratum cells should > 100 A.C.E. sample cases;
! Operationally feasible to implement in time;
! Minimize classification error;
! Account for changes in the census since 1990; and
! Explainable.

Discussion
A number of questions arose on poststratification, including concerns about the late change in the
urbanicity variable, the poststrata sample size, the selection criteria, and the handling of muti-racial
responses.  Regarding the late change in the urbanicity variable, Dr. Hogan again explained that it was
due to determining that obtaining information on urban/rural was not feasible. Therefore, his staff was
attempting to approximate the urban/rural variable indirectly through MSA/TEAs.  He also explained
the variability in sample size (i.e., enough sample to support a robust sample yet include the >100
criteria).  Most strata will have large samples.  The lower limit of greater than 100 was due to concerns
about small, geographically disperse groups, such as American Indians not on reservations and
Hawaiians and Pacific Islanders.  When asked whether he had looked at combining strata to address
this issue, Dr. Hogan stated that he and his staff had looked at several combining options but discarded
them to keep a balance between variance and bias.  As for determining which poststratification scheme
is superior, Dr. Hogan explained that his staff had conducted simulations, looked at variances, and used
targets to measure bias. 

When asked about the multi-race issue, Dr. Hogan briefly provided some insight into how the muti-race
responses will be handled.  For example, he stated that American Indians on Indian Country will be
coded as an American Indian regardless of having selected another race and/or Hispanic Origin.  Any
person marking Black and another single race group is coded Black, but 



3For a detailed description of the current plan see, DSSD Census 2000 Procedures and
Operations Memorandum Series #Q-21, “Accuracy and Coverage Evaluation Survey:
Poststratification for Dual System Estimation,” January 12, 2000.
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any person marking Asian and White are coded White.3  

Dr. Hogan readily admitted that there is not much empirical data to support the selected plan. 
However, Dr. Hogan pointed out that the importance of minimizing classification error cannot be
overstated and that, as such, we were using our professional judgement in attempt to control
misclassification.  It was generally concluded that little knowledge exists on combining racial groups, but
a general unease was expressed by several participants that the Census Bureau was taking on such a de
facto role in deciding how to group racial responses. 

Consensus  
Because of the late change in the poststratification model, detailed information on how the final model
was selected and performance data were not available for participants’ review.  Consequently, no
consensus was reached on the adequacy of the model other than a general agreement that the mail
response variable should reduce heterogeneity.  As for the multi-race issue, although a general wariness
about the Census Bureau plan to handle multi-race responses was expressed by participants, no one
seemed to know what to do about it except to suggest caution when choosing poststratification labels.  

Treatment of Movers--PES C

People who move present a special challenge for designing a DSE for census application for two
reasons.  First, people who move are more likely to be missed by the census and by the survey. 
Second, if a person has a different “usual residence” at the time of the survey than he did at the time of
the census, one must decide where to sample him.  In the 1990 PES, movers were sampled where they
lived at the time of the survey interview.  The Census Bureau then searched the census records at, and
only at, their April 1 usual residence.  This is known as “procedure B” or “PES B.”  For census 2000, a
different procedure will be used, known as “procedure C” or “PES C.”  The A.C.E. will estimate the
number of movers by the number of people who moved into the sample blocks between April 1 and the
time of the A.C.E. interview (in-movers).  In 
PES C, the Census Bureau will attempt to determine who lived at the interview address on 
April 1.  If the residents have moved, then interviewers will have to obtain information on them from
proxies; that is, either from the new residents or neighbors. 

Issue
The move from PES B to PES C represents a significant change in sampling methodology from 1990
that results in design trade-offs rather than improvements.  The trade-offs include 
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(a) increased simplicity but may result in inconsistencies between the P- and E-samples, and 
(b) easier matching but may result in more response error.  

Bureau Statement 
Dr. Hogan explained the chief differences and the trade-offs between PES B, used in 1990, and PES
C, planned for 2000.  He pointed out that for PES B, the advantage is talking directly to the person
while the disadvantage is that matching is difficult.  As for PES C, matching is easy with a reduction in
geographic matching error.  However, there are more proxy interviews and higher noninterview rates,
which could affect the quality of DSE.  He stated that there aren’t more inmovers than outmovers
because the assumption is that the overall number of inmovers equals the overall number of outmovers. 
PES C tries to compromise between approaches to measure the number of movers and enumeration
rate for movers.  

Discussion
Most of the discussion focused on the assumption that inmovers and outmovers balance and on the
quality of the proxy interviews.  The first issue centered on regional differences, seasonal movements,
and college students.  One participant pointed out that the Northeast Region, for example, doesn’t have
nearly the inflow of people that the South and the West do.  Likewise, another asked about seasonal
movements.  Dr. Hogan responded to the former by stating that he cannot believe that net migration
over 2-3 months is so large as to make assumption about movers problematic.  He responded to the
latter by stating that seasonal movement was probably not true poststratum to poststratum, and that it is
the large net flows between April and July crossing poststrata that inflate or deflate measures; hence,
the rates should balance.  The last concern was about college students coming out of dormitories not
included in the A.C.E. sample because they are Group Quarters and moving into housing units for the
summer that could be in the P-sample.  One participant questioned whether the P-sample was
consistently defined, due to this issue with college students and whether the Census Bureau could
compare the match statuses between PES A (similar to PES C) and PES B using 1990 data.

Several participants expressed concern about the proxy interviews.  Dr. Hogan explained that tracing is
a complex and difficult task that was attempted in the dress rehearsal but was not practical for 2000. 
Further, tracing proved to be ineffective in the dress rehearsal.  One participant pointed out that proxy
data could increase response error and hence underestimate the match rate, leading to an inflated
undercount.  

Consensus
General consensus was reached that these two issues--consistency of the P- and E-samples and effect
of proxy data on response error--need to be closely examined and documented. 



4According to the Master Activity Schedule, the detailed specifications will be completed by
April 17, 2000.
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Missing Data

As in all surveys, there will be nonresponse and incomplete response at various steps.  The goal of the
missing data process is to improve the DSE estimates.  In choosing missing data procedures, the
Census Bureau chooses methods that support the underlying DSE assumptions.  In 1991, the Census
Bureau used a fairly sophisticated hierarchical logistic regression model.  Although scrutinized by critics,
two different evaluations validated the model. Moreover, missing data rates in 1991 were negligible.

Issue
The Census Bureau has moved from the 1990 logistic regression model to a simpler ratio estimator
model that may not be as accurate.  Further, in 2000, missing data may be more of a problem than in
1990.   

Bureau Statement
Dr. Hogan stated that imputations will be based on all available information and described the three
types of missing data found in the A.C.E.: (1) whole household noninterviews; (2) missing
characteristics (needed for poststrata) using the hot deck methodology; and (3) missing enumerator
sample.  He explained that in 1990 the Census Bureau used a  hierarchical logistic regression model,
but in 2000 it would use a ratio estimator although the specifications are not yet finalized.4  Howard
further explained that the cell model is easier to verify and to program, which are important
considerations. 

Discussion
Several participants expressed concern about the move to a ratio estimator.  One stated that he was
not happy with the move to a unit nonresponse adjusted weight due to the limitations of the ratio
estimator.  He acknowledged that it was selected for simplicity but stated that there is a danger in
making things too simple.  He stated that a detailed explanation of the imputation model may help.  One
participant who had been critical of the regression model in 1990 stated that he would support the
Census Bureau on using the ratio estimator for missing data.  He stated that he doesn’t like the logistic
regression model because of the way it treats the bias/variance tradeoff-- at the expense of variance. 
Another participant pointed out that there is bias in the cell model too, but no sense of variance.  He
questioned whether we could develop a hybrid, that is use all interactions for some variables and only
main effects for others.  A final participant commented that the 1990 evaluations showed that the
logistic regression model was surprisingly effective.  The participant asked if the Census Bureau knew
the effect on 1990 data if the cell model were used in lieu of the regression model and wondered what
is really being gained or lost. 



5CAPI by telephone begins on May 8 and CAPI person interviewing begins on a flow basis as
each block cluster is enumerated and ends on August 19.  Nonresponse Conversion begins on July 27
and ends on September 1.  Person follow-up begins on October 23 and will end on November 21.  
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Consensus
No consensus was reached on the effect of changing models.  Generally, participants stated that they
would hold judgement until detailed specifications on the missing data model were available. 

Telephone CAPI and Interview Duration

In 1991, the Census Bureau did not begin the PES interviewing until the end of Nonresponse Follow-
up.  In 2000, primarily to ease schedule concerns, the Census Bureau will begin CAPI interviewing by
telephone in block clusters that have been enumerated.  However, it will overlap with Nonresponse
Follow-up in other areas.  Additionally, the full data-gathering phase for A.C.E. will extend from May
of 2000 well into the fall.    

Issue
The length of time between the A.C.E. interviews and Census Day and possible differences between
the early telephone CAPI respondents and later respondents could cause an increase in response error
and heterogeneity.  Additionally, because of its overlap with Nonresponse Follow-up, the use of
telephone CAPI could violate independence assumptions.  Finally, telephone CAPI could exacerbate
the undercount of children, who were a large percentage of the 1990 undercount.  Some empirical
studies suggest particular difficulty in identifying children as household members through telephone
interviewing.

Bureau Statement 
Dr. Hogan described the sequence of operations in the A.C.E.  First,  CAPI telephone interviewing
would occur during Nonresponse Follow-up but would include only a small universe,  i.e., 10-15
percent, of the cases.  Second, the CAPI person interviewing occurs using the same interviewers. 
Third, the Nonresponse Conversion Operation (designed to resolve nonresponses)  occurs.  Finally,
person follow-up to resolve nonmatches occurs well into the fall. 5 He further explained that the A.C.E.
uses the respondents’ belief of where they should have been enumerated on Census Day, rather than
trying to impose a precise definition on ambiguous cases.

Discussion
Two areas of concern were raised--(1) possible errors due to the lag between Census Day and the
A.C.E. interviewing and due to possible differences between telephone CAPI responses and later
responses, and (2) the effect of the use of telephone CAPI on independence and responses about
children.  Addressing the first area of concern, Dr. Hogan explained that the Census Bureau has no
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data and would have to conduct a study within a study to see if there were differences between early
and later respondents, which was not feasible for 2000.  Dr. Norwood asked about data from other
surveys and Dr. Hogan explained that the Census Bureau had used data from studies to design address
and follow-up probes to compensate for recall error.  Another participant pointed out that there was a
correlation between the timing of interview and capture/response.  Regardless of CAPI by telephone,
when a survey gets to someone late, people are more likely to move or have a response problem. 
Therefore, there is an underlying correlation between characteristics of the household and quality.  He
asked if the Census Bureau had planned experiments on this.  To this, a participant commented that
people see heterogeneity everywhere and asked why this is even an issue.  He pointed out that it
sounds like an interesting question but has little effect on estimation.

As for the second major concern--the use of telephone CAPI--one participant asked if telephone
CAPI violated the independence assumption.  He elaborated by asking if telephone CAPI  increases
the chance of some people to be included in the P-sample.  If they are treated differently, he asserted
their data capture probability would be increased and that data quality would differ.  Another
participant responded that he believed that operational independence is not the issue.  He thought that
telephone CAPI may compromise model independence, may affect movers, and consequently,
evaluation is needed. 

As for telephone CAPI and children, one participant pointed out that in 1990, 50 percent of the
undercounted were children and that many were left off of the census form and asked if the Census
Bureau is concerned about the use of telephone CAPI.  Another participant pointed out that the
National Immunization Survey results demonstrated how hard it is to find 2-year-olds.  A third
participant asked what the Census Bureau was doing to increase children’s response rates.  Mr.
Thompson responded that they had initiated a very extensive Census in Schools project.  Further, there
are quality checks built into the census to ensure that individuals are not left off the census form.  For
example, the “number of people in the housing unit” number is checked against the number of people
listed on the roster.   

Consensus
General consensus was reached that these two issues, i.e., possible response differences and the effects
of telephone CAPI on the inclusion of children, were legitimate concerns that should be examined. 

Closing Comments

The following information represents the Census Bureau’s interpretation of key closing comments made
by participants.  The purpose is informational and the statements and facts presented have not been
reviewed by the participants nor have they been verified by the Census Bureau.  Consequently, other
than the final remarks made by Dr. Prewitt, the names of the participants have been omitted. 
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Participant 1

! Census 2000 is similar to 1990--and the adjustment is similar.  Nothing has really changed.

! To get a handle of magnitudes of correlation bias (CB) and measurement bias (MB) look at
1990 as illustrated by the following chart.

1991 Mosbacher
The adjustment       =     5.3M
MB                          =     3.6M          1.8M (computer error)
Corrected Adj         =      1.7M
CB                          =      3.0M
DA                          =      4.7M

MB numbers CAPE=     3.0M
Breiman                  =     4.2M
Intermediate            =     3.6M

! Given these levels of error, I question whether any improvement could be made.

! If the Census Bureau had adjusted in 1991, every single state would have gotten an upward
adjustment.  If two-thirds of the “undercounted” people are really the result of measurement
bias, adding people seems insecure.  Even with the 1.7 million undercounted, the Census
Bureau doesn’t know what states they should be allocated to--only what poststrata they are in. 

! Even an increase in numeric accuracy is not obvious. 

! As for distributive accuracy, in terms of shares, California, Texas, and Florida got upward
adjustments while Pennsylvania, Ohio, and some other states got downward adjustments. 
Given the level of error in the adjusted numbers, it would have been just as plausible if the signs
had been reversed.

! How would the Census Bureau defend the production adjustment versus the alternative
adjustment cited above?  It is difficult when the PES was dominated by measurement bias and
heterogeneity.  The same problems remain for census 2000.

! In answer to Dr. Prewitt’s questions made in his opening statement:  

(1) The outcome in 1990 with regard to improvements in adjustment to distributive accuracy
was that distributive accuracy had a way to go.  As to how to design a census to achieve



6DSSD Census 2000 Procedures and Operations Memorandum Series #Q-20, “Accuracy and
Coverage Evaluation Survey: Dual System Estimation,” page 3, January 12, 2000.
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distributive accuracy?  I will talk about that for 2010. 
(2) As for moving congressional seats, the 1991 adjustment of 5.3M would have shifted 2
seats; in 1992, when the Census Bureau changed the poststratification design and corrected
errors, only 1 seat shifted.

Participant 2

! I recommend explaining DSE using Rick Griffin’s paper (page 3)6 rather than the 2x2 table
used today.

! Those people with close to zero probability of being counted either in the census or in the
A.C.E., the unreachables, are always going to be a problem.  We need to focus on problems
that we can control. 

! In 1990 the Census Bureau attempted to address all sources of error in the total error model. 
In 2000, addressing total error doesn’t seem quite so integrated into the census process. 
However, total error analysis is needed for understanding error components and the total error
model even more for 2000. 

Participant 3

! The Census Bureau should make evaluation data available at the lowest level.

! The Census Bureau should conduct loss function analysis using a total error model. 

!  The Panel should assess the A.C.E. evaluations looking especially at movers and  missing data.

Participant 4

! Based on the performance of other similar systems, I am still concerned about the effect of
OCR on quality.  No human will be randomly looking at data quality.

! My deepest fear is that changes in the 2000 design will negatively impact census accuracy: 
multiple modes, OCR, new differential coverage programs such as the  Complete Count
Committees.
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! If census accuracy is compromised, this will favor adjustment.  However, we will need quite a
bit of information to determine if an improvement is made with adjustment.  Therefore, the
Census Bureau must have a set of evaluations completed prior to adjustment.  Otherwise, there
is no way to determine which is better. 

Participant 5

! The Census Bureau needs early evaluations of census counts.  I am still concerned about
multiple modes increasing the probability of duplications, i.e, erroneous enumerations.  It is
important to look at the census and make a determination on what the Census Bureau expects
the adjustment to do. 

! I recognize that the Census Bureau cannot do all the evaluations before the adjustment decision;
it would be useful to do select ones to get some sense of the quality of the A.C.E.

Participant 6

! The Census Bureau needs to define things objectively.  For example, get away from the
definition that by correct residence it is “belief of residency.”  The Census Bureau needs errors
in the  measurement of the estimate objectively defined.  

! As for PES C, two errors are possible--error in the estimate of inmovers means error in
estimate of outmovers.

! The Census Bureau needs evaluations in real-time to support the adjustment decision; look at a
full set of indicators, including demographic analysis sex ratios, numbers, and postcensal
estimates.

Participant 7

! The total error model is of the utmost importance in evaluating the A.C.E. and the DSE.  
As for indicators to help inform decision-making, synthesizing the indicators is the challenge.

! In the census, the Census Bureau should look at last resort statistics and the results of the
Primary Selection Algorithm to get an insight into duplicates.

! In the A.C.E., look at match rates, the return rate for listed blocks, geocoding error, duplicates,
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and extreme blocks (influential observations).

! By looking at a set of indicators, it could give insight into the synthesizing problem. 

Participant 8

! The Census Bureau should provide as much data as possible for review by the statistical
community.  The more data provided, the better.  

! I like loss function analysis although the Census Bureau’s choice of loss functions in 1991 was
subjective. 

! Increased publicity and the expanded Census in Schools in 2000 are positive changes.  The
move to multi-race and treatment of movers are new and may possibly be problematic.

Participant 9

! I am concerned with overcounts.  

! I suggest that the Census Bureau (1) summarize census and adjustment methodologies; (2)
identify their strengths and weaknesses; (3) determine unknowns; and (4) assess which of the
unknowns are possible to resolve. 

Participant 10

! Here is a situation where one should be concerned about all the errors, not just net errors.  If
there were 25M gross errors as described by Participant 1, even if the net is 0, adjustment
would still be worthwhile. 

! Also, per Participant 1's statement about changes in congressional seats going from 2 to 1 from
1991 to 1992, participant 1 left out an important piece of data.  He stated that when the 1992
357-design was run without the computer error, only 1 seat shifted.  However, if the 1392
design is run again without the computer error, 2 seats still move.  I discuss this and other topics
on my website (http://lib.stat.cmu.edu/~fienberg/WhoCounts.html).

! Block level accuracy is largely irrelevant; it is primarily a device to add up to larger
geographical units.

! I was impressed by the thoroughness of the material provided by the Census Bureau, but note
that there were no citations outside the Census Bureau.
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! I have two major concerns about the census process: (1) Local efforts that could increase
erroneous enumerations; and (2) a possible bias (i.e., less long-form data) in the long form due
to people selecting unlabeled short forms through multiple modes, such as Be Counted. 

! I have identified the following issues:   (1) taking stock of local improvement efforts (overcount
issue); (2) conducting long-form evaluations possibly using data from the American Community
Survey; (3) identifying evaluation criteria--that is, a public list of things to do before the Census
Bureau releases numbers on April 1, 2001, including a list of formal evaluations; and (4)
evaluating the American Factfinder’s confidentiality.  On the latter, I am concerned about the
disclosure issue for race.  

Dr. Prewitt’s Closing Remarks

! Social recognition of groups is a numeric count issue and an important concept.

! I am aware of the overcount issue.  The Internet is probably going to be fine because Internet
forms require census identification numbers.  Blank forms, like Be Counted, will require internal
checks.

! The decision on whether to use the DSE to adjust has to be made in real-time with limited input.

! Four potential outcomes could be considered in this decision process.
! If the A.C.E. is good, and the census is bad--adjust.  
! If the A.C.E. is bad, and the census is good--don’t adjust.
! If both the A.C.E. and the census are good--may or may not adjust.  
! If neither the A.C.E. or the census is good--very tough decision.

Conclusion

Although the panel Chair made it clear that the purpose of the meeting was not to “relive” 1991, that
proved to be difficult for two reasons.  First, the 1991 PES, the DSE methodology, and the adjustment
controversy were the impetus for the emergence of a plethora of complex policy and technical issues
generating numerous technical papers over the decade.  Second, the A.C.E.’s expected performance is
premised on the 2000 census and the A.C.E. performing comparably to the 1990 census and PES. 
Therefore, many of the 1991 issues about adjustment remain relevant.   As such, the preponderance of
issues raised by the panel were comparable to ones raised during the 1991 adjustment controversy: 
How will the Census Bureau know whether it is prudent to adjust?  Which is more important,
distributive or numeric accuracy? Will heterogeneity be a problem?  Are the underlying statistical
models valid and robust?
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In 2000, unlike 1991 where the Census Bureau was breaking new ground, the Census Bureau has the
advantage of a decade of intense research and test results to draw upon.  Consequently, anticipating
many of the concerns raised during the meeting, the Census Bureau has been in the midst of, or will be
documenting, many of the issues raised by the panel, as well as their resolution. 
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The fifth meeting of the Executive Steering Committee on Accuracy and Coverage Evaluation Policy
was held on February 23, 2000 at 10:30.  The agenda for the meeting was a summary of the February
2-3 National Academy of Sciences (NAS) discussions on Census 2000 and actions the Bureau will
take as a result of these discussions.  

Persons in attendance: 

William Barron 
Nancy Potok 
Paula Schneider
Cynthia Clark 
John Thompson 
Jay Waite
Bob Fay
Howard Hogan
Ruth Ann Killion
Susan Miskura
Tommy Wright
Raj Singh
Gregg Robinson
Signe Wetrogen
Carolee Bush
Sally Obenski
Maria Urrutia
Genny Burns

I. Overview of the Meeting with the National Academy of Sciences (NAS) Panel

John Thompson distributed a summary prepared by Sally Obenski on the meeting with the
National Academy of Sciences (NAS) Expert Review Panel on Census 2000 on February 2-3,
2000.  He also distributed a list prepared by Bureau staff of policy and technical issues raised at
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the meeting.  These handouts will be included with these minutes and kept on file. 

The high points of the summary and list of issues were briefly discussed.  John asked that the
Committee read the handouts and give comments to Sally especially on topics that may have
been omitted.  These comments will be incorporated into a document clarifying the issues and
responses, decisions, and actions on the major concerns.  John also asked Bob Fay and Sally
Obenski to gather more information on distributive accuracy in undercounts and expand the
summary to include this work. 

A list of the topics discussed at the NAS meeting is as follows:

Numeric versus Distributive Accuracy
Performance Indicators/Adjustment Criteria
Heterogeneity
A.C.E. Design Overview
Poststratification
Treatment of Movers–PES C
CATI and Interview Duration
Missing Data

There seems to be broad consensus of all participants that the Census Bureau needs open
discussions on whether to release adjusted data and the processes/criteria that will be followed
during this process.

A number of issues were also discussed as described in the handout. These issues were
discussed during this ESCAP meeting and the attachment describes the actions that will be
taken.

II. Next Meeting

The next meeting scheduled for Wednesday, March 8, 2000 has been canceled and is currently
being rescheduled.
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 cc: 
 Subject: Agenda for March 22 ESCAP Meeting

The next ESCAP meeting will be March 22 from 10:30-12 in Rm. 2412/3.  The 
agenda is as follows:

Overview of A.C.E. 2000 Evaluations - Ruth Ann Killion/Howard Hogan
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Introduction1

For over half a century, the Census Bureau has conducted a formal evaluation program in conjunction
with each decennial census.  For Census 2000, the Evaluation Program will assess the effectiveness of
key operations, systems, and activities in order to evaluate the current census and to facilitate
planning for Census 2010 and the American Community Survey.

The Census 2000 Dress Rehearsal, conducted in 1998, included evaluations of questionnaire design,
field operations, data processing, and estimation.  Over 40 evaluation studies were used to inform the
final Census 2000 design.  The Census 2000 Evaluation Program more than triples this effort; about
140 evaluations are planned.  

These evaluations fall into 18 broad categories covering response rates, data quality, promotion and
partnerships, address list development, field operations, coverage improvement, data capture and
processing systems, the Accuracy and Coverage Evaluation survey, and others.  The evaluations speak
to issues of quality, plausibility, feasibility, accuracy, effectiveness, and value, and will provide a
comprehensive assessment of the operations and outcomes of the census.  For each of these 18
categories, this document provides an “Overview” and a “What Will We Learn” section, followed by a
brief description of each planned evaluation.

In addition to the evaluation studies, the Census Bureau will prepare a variety of profiles or assessments
based on real-time operations.  For example, a quality profile based on the address listing quality
assurance results will be prepared. 

The design of Census 2000 is by far the most ambitious decennial census in history, particularly in its
uses of an open planning process, promotion, partnerships, new technologies, statistical methodology,
and alternative methods for hard-to-count populations and areas.  Yet, as our nation continues to grow
in size, complexity, and the need for rapid and accurate data, all these things and more will need to be
further refined and developed to meet the challenges of providing data in the 21st Century - more data
needs at lower levels of geography on a more timely basis.

The Census 2000 Evaluation Program is an ambitious program to assist the Census Bureau in
evaluating Census 2000 and in exploring new survey procedures in a census environment.  In
conjunction with the Census 2000 Testing and Experimentation Program, it will build the foundation for
making early and informed decisions about the role and scope of Census 2010 in the federal statistical
system and its interaction with the American Community Survey and the Community Address Update
System.  This work will provide critical analysis and information for Census Bureau planning and
implementation decisions for Census 2010 and the American Community Survey.
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A:  Response Rates and Behavior Analysis

Overview

These evaluations examine various modes for providing responses to the census.  We will study the use
of the telephone and Internet as response options along with their use in providing assistance to
respondents.  The effectiveness of mailing practices and the targeted dissemination of  forms will also be
assessed.  These evaluations focus on respondent behavior and how that behavior impacts  response
rates (i.e. mailback, telephone, and Internet).  Findings from these evaluations will identify methods that
can be used in future censuses to improve the overall response rates. 

What Will We Learn?

The findings from these evaluations will answer a number of critical questions about how quickly and
completely the U.S. population responded to Census 2000.  From a technical standpoint, the use of an
Internet Questionnaire Assistance (IQA) module will demonstrate the utility of employing the “most
current” technologies and provide insight into respondent perception of using this mode for requesting
information or completing a questionnaire.  Likewise, an enhanced telephone questionnaire assistance
(TQA) program that is user-friendly and comprehensive will provide further insight into respondent
needs and preferences.  Evaluation of the TQA program also will provide insight into questions
concerning contractor support.  

Analyzing mail response/return rates (by form type, demographics, and geography) and mailing
practices, such as tracking undeliverable questionnaires, will provide insight into improving overall
response rates.  Assessment of the Be Counted Campaign will help determine the benefits of targeting
geographic areas and/or demographic groups in an effort to improve population and housing coverage.
We also will examine the frequency of use of language assistance guides and questionnaires in languages
other than English, along with the number of returned non-English questionnaires. 
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Response Rates and Behavior Analysis Evaluations

(A.1.a) Telephone Questionnaire Assistance Operational Analysis
The Census 2000 Telephone Questionnaire Assistance system was developed with contractor support
to provide the following services to  respondents: 1) helping them complete questionnaires, 2) providing
questionnaires (English forms only) and foreign language guides upon request, and 3) conducting short
form questionnaire telephone interviews when necessary.  This operational evaluation assesses
respondent behavior (i.e., calling patterns),  the accuracy of geocoding results, and the quality of data
received through the various modes.

(A.1.b) Telephone Questionnaire Assistance Customer Satisfaction Survey 
This evaluation focuses on customer reaction to the Census 2000 Telephone Questionnaire Assistance
program.  It includes analyses in the following areas:  accessibility, ease of use, overall satisfaction with
the assistance, and appropriateness of the information provided.  

(A.2.a) Internet Questionnaire Assistance Operational Analysis
When accessing the Census Bureau website, the Census 2000 Internet Questionnaire Assistance
program provides an informational service to respondents.  This is the first time such a service has been
available to the public.  This evaluation assesses the type of service requested, the total number of visits
to the site, the time (date, day of week) distributions of these visits, and the topics/pages most
frequently searched.  Note that Internet Web hits are a poor measure of traffic volume, but in most
cases they are the only measure available.  They can be used as a relative measure of one page’s hits
relative to another page’s hits, or one server’s hits relative to another server’s.        

(A.2.b) Internet Data Collection Operational Analysis
For Census 2000, respondents have the opportunity to complete the short form questionnaire on the
Internet.  This is the first time a decennial census has used this data collection mode. Since there is no
background data on what might be expected in terms of frequency of use and completeness of the data,
a general evaluation of the Internet data collection mode is planned.

(A.2.c) Internet Website and Questionnaire  Customer Satisfaction Survey 
Customer satisfaction surveys will be used to examine the effectiveness of both the Internet
Questionnaire Assistance and the Internet Data Collection programs.

(A.3) Be Counted Campaign
The Be Counted Campaign makes blank questionnaires available at convenient locations for persons
who believe they may have been left out of Census 2000.  This evaluation will examine person and
housing unit coverage gains from the campaign along with the characteristics of those enumerated on Be
Counted forms.  This evaluation also will assess the  impact on the Master Address File through
documentation of housing unit adds resulting from this program, and it will evaluate our ability to
geocode and process Be Counted forms.
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(A.4) Language Program - Use of Non-English Questionnaires and Guides 
This study will document how many housing units were mailed the advance letter about requesting a
non-English questionnaire, by state and type of enumeration area  (e.g., mailout/mailback, update/leave,
etc.); how many non-English forms were requested, completed, and checked in; and the frequency of
requests for non-English short and long forms.  This study also will document the number of language
assistance guides requested through Telephone Questionnaire Assistance, Questionnaire Assistance
Centers, and the Internet, along with an analysis of which languages were most often requested,
whether the requests were clustered geographically, and how many requests for a language assistance
guide resulted in a mail returned form. 

(A.5) Response Process for Selected Language Groups
This evaluation will provide insight into how Spanish, Vietnamese, and Russian speaking households
coped with the census questionnaire in Census 2000.  Specifically, we will look at how these non-
English speaking long form households were enumerated.  We will assess their use of language guides,
Questionnaire Assistance Centers, Telephone Questionnaire Assistance, and their experience with the
English form.

(A.6.a) U.S. Postal Service Undeliverable Rates for Census 2000 Mailout Questionnaires
For Census 2000, the questionnaire mailout/mailback system provides the primary means of
enumeration.  This type of enumeration is conducted mainly in urban and suburban areas, but also in
some rural areas that contain city-style address (house number/street name) systems.   This evaluation
examines the rates at which housing units were classified by the U.S. Postal Service as “undeliverable
as addressed” (UAA) for varying levels of geography; the occupancy status of those housing units;
demographic characteristics for housing units that were deemed undeliverable but had a final status of
occupied; the effect that undeliverable questionnaires had on nonresponse rates; and the check-in
pattern of UAA questionnaires according to date of receipt.

(A.6.b) Detailed Reasons for U.S. Postal Service Undeliverability of Census 2000 Mailout
Questionnaires   
This evaluation further examines the issue of the undeliverability of census mailout  questionnaires.  After
the U.S. Postal Service determines that mail pieces are “undeliverable as addressed” (UAA), the
Census Bureau will attempt to deliver these cases at the Local Census Office level.  This evaluation
assesses the quantity of questionnaires designated as UAA and the distribution of the UAA
questionnaires according to reason for undeliverability.   

(A.7.a) Census 2000 Mailback Response Rates
Housing units in mailout/mailback and update/leave enumeration areas are asked to return
questionnaires in postage paid envelopes.  Those questionnaires are received and checked in at Data
Capture Centers.  This evaluation examines mail response rates at varying levels of geography and
quantifies information about incoming questionnaires according to form type and timing with respect to
critical operational dates.
(A.7.b) Census 2000 Mail Return Rates
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Housing units in mailout/mailback and update/leave enumeration areas are asked to return
questionnaires in postage paid envelopes, and once all followup operations are complete, those housing
units are assigned a final status.  Only the housing units that were assigned to receive an update/leave or
mailout/mailback questionnaire and had a final status of occupied are factored into the mail return
rates.  Data on mail return rates provides more accurate measures of cooperation than mail response
rates, for which the denominator also includes units that turned out to be vacant or non-existent.  This
evaluation examines mail return rates at varying levels of geography, quantifies information about
incoming questionnaires from occupied housing units according to form type and timing with respect to
critical operational dates, and provides return rate data according to certain housing unit demographic
characteristics.
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B:  Content and Data Quality

Overview

For Census 2000, the public will have five ways of providing census data. These modes include mailing
back a questionnaire, filling out a census short form on the Internet, picking up and returning a Be
Counted form, completing a census interview via telephone questionnaire assistance, or completing a
personal visit interview with an enumerator.  With this in mind, and the likelihood that the 2010 Census
may offer additional options for response, studies in this category will document the characteristics of
respondents and the mode by which they responded. Additionally, the data quality of each mode will
be assessed.  This category includes a Content Reinterview Survey study that will measure response
variance, and a Master Trace Sample study.  The latter will create a database containing a sample of
census records with information pertaining to them from the entire census process.  Other research will
analyze the imputation process and evaluate multiple responses to the new race question. 

What Will We Learn?

The findings from these evaluations will answer a number of critical questions on our process to define
content (i.e., what questions to ask) and the resulting quality of data for Census 2000.  These findings,
in turn, can help us do a better job for Census 2010 and the American Community Survey. 

We will learn about the completeness of the data by calculating item nonresponse rates and proxy
response rates for all data items on the short and long forms.  We also will look at demographic
characteristics (such as age, sex, Hispanic origin, and race) of respondents by data collection mode and
item nonresponse rates, and document the effects of data edit and imputation processes. We will assess
responses to the new race question.  In particular, we will recontact a sample of households with
responses of two or more races, and ask each person to choose a single race category.  This study is
needed to meet the data requirements of other agencies that use only single race categories, and for
comparison to 1990 Census race data. 

We will also gain knowledge about data quality in comparison to external benchmarks by matching and
comparing census data to data collected by the following Census Bureau surveys: Current Population
Survey, Survey of Income and Program Participation, American Housing Survey, Residential Finance
Survey, and the American Community Survey.  The results of these matching and comparison studies
will also help us to improve the design of  future surveys and censuses.    
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Content and Data Quality Evaluations

(B.1) Analysis of the Imputation Process
To deal with missing data, three components will comprise the imputation process for Census 2000:
substitution, edit, and allocation.  Rates for each of these components will be produced for the 100
percent data items, for the tenure item, and for select sample housing unit and person items. This
analysis will document the imputation process and will serve as a supplement to other evaluations.

(B.2) Documentation of Characteristics and Data Quality by Response Type
For Census 2000, there are five data collection modes available to respondents.  Responses to the
census may be collected from a mail or enumerator delivered census questionnaire; Simplified
Enumerator Questionnaire used during nonresponse followup, list/enumerate, and update/enumerate;
Be Counted form;  Internet questionnaire; or reverse computer assisted telephone interview via
Telephone Questionnaire Assistance.  This evaluation will compare demographic differences and item
nonresponse rates for these five response modes.

(B.3) Responses to Race Question
The purpose of this study is to create a data file for analytical purposes to allow comparisons between
race data collected asking for only one race category and race data collected asking for two or more
race responses.  The study will include an oversample of households with responses of two or more
race categories and ask each person to choose only one race category.  This will allow us to measure
the effects of this new question compared to the 1990 Census and will provide data needed by some
government agencies that still require single race category data for historic comparability studies. 

(B.4) Match Study of Accuracy and Coverage Evaluation Survey to Census 2000 to Compare
Consistency of Race and Hispanic Origin Responses
The purpose of this evaluation is to determine the reliability of the race and Hispanic origin responses
derived from the new race and Hispanic origin question. Reliability relates to the consistency with which
responses for individuals are consistent across independent replications of the measurement process. 
This evaluation will be based on a comparison of census responses to those collected in the Accuracy
and Coverage Evaluation survey.

(B.5) Content Reinterview Survey to Measure Accuracy of Data for Selected Population and
Housing Characteristics
The Content Reinterview Survey utilizes a test-retest methodology, whereby a sample of households
designated to receive the census long form are reinterviewed shortly after they have been enumerated
by the census.  These households are essentially asked the same question posed on the long form. 
Then the responses to the census and reinterview survey are  compared.  This survey assesses
response variance and error that result from data collection and capture operations.   
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(B.6) Master Trace Sample
While most evaluation studies will provide detailed information on specific Census 2000 operations, the
Master Trace Sample database will provide information that can be used to study the entire spectrum
of operations, along with correlates of error across various systems, for a randomly selected group of
census records.  This database will contain, but is not limited to: address list information (e.g., source of
address), final values for questionnaire items along with their values at each stage of processing, and
enumerator information (e.g., number of enumerator attempts before completing an interview and
enumerator production rates).  This database also will contain information about the data capture
system from rekeying and reconciling a subset of Master Trace Sample questionnaire images, the
Accuracy and Coverage Evaluation, Content Reinterview Survey, and, possibly, administrative records. 
     

(B.7) Match Study of Current Population Survey to Census 2000 
Using the results of a person-level match of responses to the Current Population Survey (CPS) and
Census 2000, this study provides a data set about differences between the Census and Survey
estimates of social, demographic, or economic characteristics.  Its strength is its ability to represent
differences arising from non-sampling variation.  The study focuses on the difference between CPS and
Census estimates of poverty and labor force status (which are measured officially by the CPS) and on
differences in reported race/ethnic status (which are measured quite differently on the two
questionnaires).  

(B.8) Comparisons of Income, Poverty, and Unemployment Estimates Between Census 2000
and the Current Population Survey
This study focuses on changes made to the Census 2000 questionnaire and forms processing systems
that were designed to improve unemployment estimates.  This evaluation examines whether these
changes brought the Census 2000 unemployment estimates (for states, and for various demographic
and socio-economic groups) closer to the official Current Population Survey estimates than they were
in 1990.  This analysis may be extended to compare data, definitions, and collection procedures with
the Survey of Income and Program Participation.  

(B.9) Housing Measures Compared to the American Housing Survey
In the past, the census and the American Housing Survey (AHS) have had a tendency to produce
significant differences for many housing unit items.  The purpose of this evaluation is to compare census
housing data with data from the AHS and document the data differences between the two.

(B.10) Housing Measures Compared to the Residential Finance Survey
The census and the Residential Finance Survey (RFS) both collect similar housing information on
mortgages, taxes, and insurance. However, the RFS collects this information in greater detail and
directly from the files of mortgage lenders.  This evaluation will compare housing data collected in the
census with data from the RFS.  Data to be compared include mortgage status, mortgage payments,
presence of a second mortgage, second mortgage payments, real estate taxes, and property insurance
payments.
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(B.11) American Community Survey Evaluation of Follow-up, Edits, and Imputations 
This evaluation will examine whether the content edit and followup procedures used in the American
Community Survey have a measurable impact on any of the final estimates.  This will be done by
recalculating these estimates without the effects of the content edit and followup.  These results will be
used to infer the effect on decennial long form estimates of not conducting a similar content edit and
followup procedure in Census 2000.

(B.12) Puerto Rico Race and Ethnicity
The methodology for this evaluation is being developed.
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C:  Data Products

Overview

The focus of this research is to determine the usability of selected data products and the effects of
disclosure prevention measures on them.  This will include studies of our data products strategy and of
the Census Bureau’s new electronic data dissemination system - the American FactFinder.  We also
will examine the limitations and effects of data swapping and our confidentiality edit – a combination of
strategies used to prevent the disclosure of data that can be linked to an individual – on our data
products. 

What Will We Learn?

We will gain knowledge from these evaluations about the success of our data products strategy in
meeting the needs of users and how we can improve it.  We also will learn whether the American
FactFinder is a usable and acceptable means to obtain census data.  In studying our data swapping
techniques, we will examine rates for different geographic levels and race groups and document new
issues and problems that resulted from multiple responses to the race question. 
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Data Products Evaluations

(C.1) How Variations in Geography and Changes in Race Coding Affect Disclosure
Prevention
For Census 2000, the data swapping methods first used in 1990 were refined through better targeting
and expanded to include sample data.  This evaluation examines variations in the effects of swapping
due to:  1) a region’s geographic structure, 2) a region's racial diversity, and 3) the number of
dimensions used in the swapping.

(C.2) Usability Evaluation of User Interface With American FactFinder
The methodology for this evaluation is being developed.

(C.3) Data Products Strategy
The methodology for this evaluation is being developed.
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D:  Promotion and Partnership

Overview

During Census 2000, we will use new methods to promote census awareness and increase public
cooperation.  The primary goal of our comprehensive (and first ever) paid advertising campaign,
coupled with an expanded partnership program, is to increase the mailback response rate, especially
among historically undercounted populations.  The advertising marketing strategy includes messages
delivered through print media, radio, television, and out-of-home media (billboards, bus shelters, mobile
billboards).  The partnership program builds partnerships with state, local, and tribal governments,
community-based organizations, and the private sector.  Partners are asked to assist in three major
areas: data collection support, recruitment, and promotion.  In addition, a major school-based public
information campaign will be launched to inform parents and guardians about the census through their
school-age children.  The planned evaluations for this research category will assess the effectiveness of
these  activities.  

What Will We Learn?

These studies will help us understand how people’s attitudes, knowledge, and behavior were affected
by the paid advertising campaign.  We also will compare these data to the 1990 census, which had no
paid advertising campaign.  We will examine which elements of the paid advertising media were
reported/recalled most often by hard-to-enumerate groups, and provide data for Hispanics and for the
five major race categories: African-American, Asian, American Indian and Alaska Native,
Hawaiian/Pacific Islanders, and White.  Specifically, we will look at what impact the marketing program
had on the likelihood of returning a census form and (tentatively) whether it increased cooperation
during nonresponse followup.  The primary goals in studying the Partnership Program are to measure
how well national and regional components accomplished their objectives in communicating a consistent
census message of program initiatives and to determine which  populations were best served by the
program.  Our assessment of the Census in the Schools program will tell us about the effectiveness of
census educational materials and whether teachers receiving census materials incorporated them in their
curricula.  
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Promotion and Partnership Evaluations

(D.1) Promotion and Paid Advertising Campaign
The Census Bureau hired the National Opinion Research Center to conduct an assessment of the
marketing and advertising campaign by fielding a survey before the campaign began and after the
campaign has been launched.  From this evaluation, we will assess intended and self-reported response
behavior and will establish a baseline and pre- and post-census measures of awareness. We will obtain
the actual response behavior for respondents to our survey.  We will statistically model what effect
self-reported advertising exposure has on the likelihood of responding to the census or cooperating with
enumerators. This evaluation also will explore the link between raised awareness, knowledge, attitudes,
and response to the census.

(D.2) Census in Schools Program
A post-census survey of school teachers will be conducted to assess the dissemination system for the
Census in Schools materials and the effectiveness of the materials in motivating Census participation. 
Scholastic, Inc. will not conduct this evaluation as previously planned.  We will hire an independent
contractor to conduct the data collection activities for this program.

(D.3.) Mailout/Mailback Survey of Partners
This evaluation focuses on surveying participants in the Partnership Program by using a customer
satisfaction questionnaire. We will assess the effectiveness of disseminating Census 2000 materials to
partners, the types and value of in-kind services rendered, the specific partnership activities conducted,
and the effectiveness of the program in reaching the hard-to-enumerate population.  We also will obtain
from non-Federal governments the financial demands placed on them as a result of Census 2000.   The
sample of partners will be selected using the Contact Profile and Usage Management System database.
An independent contractor will be hired to conduct the data collection activities for this program.
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E:  Special Populations

Overview

The vast majority of U.S. residents live as families or individually in houses, apartments, mobile homes,
or other places collectively known as “housing units.”  However, there are millions of people in the
United States who live in group situations such as college dormitories, nursing homes, convents, group
homes, migrant worker dormitories, homeless shelters, or even in no place at all.  Our evaluations will
analyze the effectiveness of procedures to enumerate persons living in different types of group quarters
and institutions.  Some studies will focus on such things as enumeration at “service based locations”
(shelters and food facilities for the homeless; outdoor locations where homeless people sleep).  Major
evaluations are planned for two operations designed to enhance the address list of special places: the
Special Place Facility Questionnaire and the Special Place Local Update of Census Addresses.

What Will We Learn?

The findings from these evaluations will answer important questions on how effective enumeration
procedures were in obtaining the count for group quarters.  We will be able to analyze the
completeness of the Facility Questionnaire and compare the telephone and personal visit operations. 
We also will assess interview completion rates for these groups and document the proportion of special
population facilities that indicated if their administrative records could be made available.  The
evaluations will include distributions of these populations by type of group quarters, counts of persons at
group quarters on Census Day who indicated a usual home elsewhere, and comparison of the predicted
group quarters universe from the Facility Questionnaire operation with the group quarters universe as
enumerated.   
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Evaluations for Special Populations

(E.1.a) Special Place/Group Quarters Facility Questionnaire  - Operational Analysis
The Census Bureau’s initial list of special places was supplemented by field staff and local partners
during various operations (such as Block Canvassing and the Local Update of Census Addresses). 
This evaluation will document the number of special places added by each phase of this master list
building operation.  It also will document operational results and issues for the Computer Assisted
Telephone Interview process used for most special places.

(E.1.b) Facility Questionnaire - Computer Assisted Telephone Interviewing and Person Visit
This evaluation  will consist of personal visit reinterviews at a sample of special places to assess the
accuracy of the information collected from the Facility Questionnaire via computer assisted telephone
interview or personal visit. This evaluation will address whether classification discrepancies occur by
type of special place and whether data quality differs by telephone or personal visit mode of data
collection.   

(E.2) Special Place Local Update of Census Addresses
This evaluation focuses on local governments’ participation in the Special Place Local Update of
Census Addresses.  It will document changes to the address list along with operational issues that were
encountered.

(E.3) Assess the Inventory Development Process for Service Based Enumerations
The purpose of this study is to assess the quality and effectiveness of the Service Based Enumeration
(SBE) sites file.   The quality of this file will be determined by the percentage of SBE records that were
returned or could not be mailed because of incorrect addresses.  We will look at deleted addresses,
incomplete addresses, and added addresses.  This study will also assess the addresses that could not
be mailed by source to determine the relative merit of the various sources. 

(E.4) Decennial Frame of Group Quarters and Sources
This study will evaluate the coverage, content, comparability, and the sources of information used to
construct the group quarters frame for the decennial census (and American Community Survey),
especially through comparison with the contemporary Business Register frame.  This evaluation
examines the feasibility and constraints to enrich or integrate these frames. 

(E.5) Group Quarters Enumeration
This study will document various aspects of the group quarters enumeration.  Some of the topics
covered by this study include the total count of the group quarters population, the number of special
places that were enumerated, and the number of group quarters that were enumerated. Additionally, the
numerical distribution of group quarters per special place and of residents per group quarter will be
documented.



February 4, 200017

(E.6) Service Based Enumeration
The goal of Service Based Enumeration (SBE) is to enumerate people without housing who may be
missed in the traditional enumeration of housing units and group quarters.  A complete enumeration of
emergency shelters and soup kitchens, mobile food vans and non-sheltered outdoor locations will be
conducted in late March 2000.  This evaluation will document data collection completeness, last resort
data collections, and whether the SBE unduplication process successfully identified  individuals who
were enumerated more than once.  Also included in this study will be a profile of persons enumerated at
SBE sites.
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F:  Address List Development

Overview

These evaluations cover a broad spectrum of activities, both internal and external, involved with building
address files and the related TIGER (geographic) database, including field operations from which
address information and related map updates are gathered.  The address list development category
includes various evaluations of the Census Bureau’s Master Address File (MAF), the TIGER database,
and the Decennial Master Address File (DMAF).  These include examination of the completeness and
accuracy of address information in the MAF, as well as of the design of the MAF and DMAF.  An
evaluation of the U.S. Postal Service’s Delivery Sequence File used in the MAF building process is
also planned.  A variety of census field and local/tribal partner operations will be evaluated to measure
the impact of each operation on the MAF and the TIGER database.  These include, but are not limited
to:  Address Listing, Block Canvassing, Update/Leave, List/Enumerate, multiple cycles of the Address
List Review (also referred to as the Local Update of Census Addresses), and the New Construction
Program.  Combined, these field operations offer comprehensive address checks in rural and urban
areas and are a primary source of address information used for MAF and TIGER database
enhancement.  Additional evaluations focus on the process of transferring address information to the
MAF and incorporating map updates to the TIGER database from file sources and field operations.

What Will We Learn?

The findings from the address list development evaluations will provide insight into the most accurate
methods for updating the MAF and the related TIGER database.  This includes understanding the
individual contribution of each operation as it is implemented.  For each operation, we will look at the
characteristics of addresses that were added, corrected, or flagged for deletion.  We also will look at
the geographic impact of each operation (i.e., we will examine how changes to the MAF are distributed
geographically).  Additionally, we will learn some things about the overall housing unit coverage in the
census.  Finally we will learn more about quality and coverage by examining addresses that are on the
full MAF, but were not included in the census for various reasons.  All of these evaluations will help
inform continued MAF and TIGER database updating through the decade and also will provide insight
for the 2010 Census and the American Community Survey.
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Address List Development Evaluations

(F.1) Impact of the Delivery Sequence File Deliveries on the Master Address File Through
Census 2000 Operations
The Delivery Sequence File (DSF) is a file of addresses produced and maintained by the U.S. Postal
Service.  The Census Bureau uses this file, along with the 1990 census address list and other
information, to create a permanent national address list called the Master Address File (MAF).  For
Census 2000, the Census Bureau will use the DSF as a primary source to enhance the initial MAF for
mailout/mailback areas of the country.  Subsequent DSFs will be used to update the address list
through April of 2000, in order to maximize the inclusion of all existing addresses in the census.  This
evaluation will assess the impact of each of the DSFs through Census 2000 operations by profiling the
number and characteristics of housing units added to and deleted from the MAF following each delivery
of the DSF. 

(F.2) Address Listing Operation and its Impact on the Master Address File 
For Census 2000, an Address Listing Operation was used in update/leave areas of the country to
create the initial Master Address File (MAF) and provide a comprehensive update of the streets/roads
and their names in the TIGER database.  In this operation, census enumerators went door-to-door to
identify the mailing address and physical location of every housing unit as well as the existence and
name of every street and road in areas where the U.S. Postal Service does not deliver mail using house
number/street name addresses.  The Census Bureau used this procedure in order to create a file of
good locatable addresses for Census Bureau field operations in Census 2000 as well as its future
demographic surveys, including the American Community Survey.  This evaluation will assess the
impact of the Census 2000 Address Listing Operation on the MAF by profiling the number and
characteristics of housing units added to the MAF.

(F.3) Evaluation of Address List Review 1998
The Local Update of Census Addresses (LUCA) operation (also known as Address List Review) for
Census 2000 included a LUCA 98 operation that focused on mailout/ mailback  areas.  For this
operation, local and tribal government entities were provided a Census Bureau address list containing
addresses derived from the Delivery Sequence File and the 1990 Address Control File.  The objective
of the LUCA operations was to provide local entities the opportunity to review the Bureau’s address
information and related maps and then provide feedback in the form of 1) address adds, deletes and
corrections and 2) street and street name adds, deletions, and corrections on the maps.  The Census
Bureau compared the results to the block canvassing results in mailout/mailback areas, and all
discrepancies were field verified.  After Census Bureau review of submissions, local and tribal entities
were given the opportunity to review results and to appeal situations in which they believed the Master
Address File (MAF) still was incomplete or incorrect.  This evaluation will assess the number and
profile of housing unit adds to the MAF, the extent of geographic clustering of these adds, and the total
number and profile of housing unit deletions and corrections.  The evaluation also will include
information documenting the participation rates of local and tribal governments and the proportion of
addresses covered by these governments.
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(F.4) Block Canvassing Operation and its Impact on the Master Address File
The objective of this evaluation is to determine the extent to which the Block Canvassing Operation
corrected known Master Address File (MAF) deficiencies.  In 1998, the Census Bureau conducted
the MAF Quality Improvement Program which measured deficiencies in the MAF as it existed prior to
the Block Canvassing Operation.  These deficiencies included undercoverage, overcoverage, and
geocoding errors.  The Block Canvassing Operation is a dependent address updating operation
conducted in mailout/mailback enumeration areas.  This evaluation will assess the extent to which the
Block Canvassing Operation has removed the deficiencies identified in the MAF Quality Improvement
Program.  That is, for the MAF Quality Improvement Program sample of housing units, we will examine
the changes made during Block Canvassing to see if they are consistent with our expectations from that
study.

(F.5) Block Canvassing Operation
For the 1990 census, the Census Bureau conducted an operation called Precanvass to improve its
address list for mailout/mailback areas.  For Census 2000, a similar operation, called Block
Canvassing, was implemented.  As with the1990 Precanvass, this operation was conducted primarily in
areas where city-style addresses are used for mail delivery; however, for Census 2000, the Block
Canvassing Operation covered a larger geographic area than did the 1990 Precanvass Operation, and
the scope of the operation was expanded to include map (i.e. TIGER database) updates.  The
objective of this evaluation is to determine the overall effect of the Block Canvassing Operation on the
Master Address File (MAF) by measuring the number and characteristics of housing unit adds, deletes,
and corrections to the MAF.

(F.6) Address List Review 1999
The Local Update of Census Addresses (LUCA) operation (also known as Address List Review) for
Census 2000 included a LUCA 99 operation for Update/Leave areas.  For LUCA 99, local and tribal
government entities were provided with census housing unit block counts that were created using
addresses obtained from the Address Listing Operation.  Participating entities were asked to review the
counts and provide feedback when they believed the number of housing unit addresses for the block
should have been higher or lower.  Participating governments could challenge block counts, but could
not provide specific housing unit adds, corrections, or deletes.  Blocks that were challenged were sent
to  LUCA 99 Field Verification for relisting, then returned to participating governments for another
review.  This evaluation will document the participation rates of those tribal and local governments that
were eligible to participate, the proportion of addresses covered by those governments, the number of
blocks that were challenged and went to LUCA 99 Field Verification, and the extent to which changes
occurred during the field verification.

(F.7) Criteria for the Initial Decennial Master Address File Delivery
In advance of the creation of the initial Decennial Master Address File (DMAF), address information
was derived from a number of files and operations, particularly the 1990 Address Control File, the
Delivery Sequence Files from the U.S. Postal Service, Block Canvassing, Address Listing and the
Local Update of Census Addresses operations.  The status codes from these files/operations were used
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to determine which addresses from the Master Address File to include in the DMAF.  This evaluation
will provide a profile of these addresses as well as those MAF addresses not used for the DMAF. 

(F.8) The Decennial Master Address File Update Rules
A number of address list update operations occur after the delivery of the initial Decennial Master
Address File (DMAF) to the printing vendor.  This evaluation will assess the profile of housing units
corrected, flagged for deletion, and added to the DMAF from each update.

(F.9) New Construction Adds
In this new operation, the Census Bureau will request local and tribal governments to provide
information on new construction addresses (i.e., addresses for units built after the Block Canvassing
operation and not accounted for by subsequent Delivery Sequence File deliveries from the U. S. Postal
Service), including street and street name updates to the maps.  This evaluation will document the extent
of local and tribal government participation and will document what happens to these cases during
Census 2000 enumeration.

(F.10) Update/Leave
The Update/Leave operation is conducted in areas where mail delivery of questionnaires would be
problematic.  Field staff dependently canvass their assigned area, update the address list and map, and
distribute a questionnaire to each housing unit.  This evaluation will document address corrections,
added units, and units flagged for deletion during the operation.  We also will study problem referral
forms completed by enumerators for difficult listing situations (e.g., unable to obtain access, gate
blocked, road washed away, no trespassing signs), to see how well these situations were followed
through on and how they might have contributed to coverage errors.

(F.11) Urban Update/Leave
Urban Update/Leave is an operation that targets whole census blocks and is conducted in areas where
the Census Bureau is not confident that the addressed questionnaires will be delivered to the
corresponding housing units.  For Census 2000, 8 of the 12 Regional Census Centers have identified
blocks for this operation.  The Charlotte, Kansas City, Los Angeles, and New York Regional Census
Centers decided to use tool kit methods exclusively in lieu of Urban Update/Leave. This evaluation will
assess the number of addresses added and deleted as a result of Urban Update/Leave and will profile
the housing unit addresses as follows: single/multi-unit, P.O. Box, drop/nondrop delivery, and LUCA
98 participant/nonparticipant.  It also will examine the number of Urban Update/Leave addresses that
match the Delivery Sequence File and the number and profile of addresses that result in a Master
Address File correction.

(F.12) Update/Enumerate
Update/Enumerate is similar to Update/Leave, except that interviewers enumerate the unit at the time of
their visit rather than leaving a questionnaire to be completed and mailed back.  The operation is
conducted in communities with special enumeration needs and where most housing units may not have
house numbers and street name addresses.  These areas include some selected American Indian
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Reservations and the Colonias.  Update/Enumerate also will be implemented in resort areas with high
concentrations of seasonally vacant housing units.  Most Update/Enumerate areas are drawn from
address listed areas, but some may come from block canvasses areas.  This evaluation will document
the number and characteristics of housing units added, corrected, and flagged for deletion in
Update/Enumerate areas.

(F.13) List/Enumerate
List/Enumerate is an all-in-one operation conducted in sparsely populated areas of the country.  The
address list is created and the housing units are enumerated concurrently.  The main objectives of this
evaluation will be to profile all addresses produced by the List/Enumerate operation, as well as to
specifically profile the List/Enumerate addresses that matched to the Delivery Sequence File.

(F.14) Overall Master Address File Building Process for Housing Units 
The objective of this evaluation is to examine the whole series of operations that affect the Master
Address File (MAF) and the corresponding TIGER database during Census 2000 and to determine
their individual impact on the final census inventory of housing units.  This evaluation will assess 1) the
effectiveness of each component of the Census 2000 MAF building process relative to the final list of
housing units in Census 2000 and 2) which MAF update operations should be retained for MAF
maintenance after Census 2000 is completed.   It also will measure demographic and housing
characteristics by operational source.

(F.15) Quality of the Geocodes Associated With Census Addresses
The objective of this evaluation is to measure the quality of residential address geocoding in Census
2000 and to identify the source of the geocode (i.e., the TIGER database, one of the several field
operations, LUCA/New Construction participants, etc.).

(F.16) Evaluation of the Block Split Operation for Tabulation Purposes
Block Split operations are conducted by the Census Bureau to provide for tabulation of data where
governmental unit and statistical area boundaries do not conform to collection block boundaries.  This
evaluation will measure the accuracy of block splitting operations for tabulation purposes.  
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G:  Field Recruiting and Management

Overview

Prompted by the difficulties in recruiting applicants and high turnover of employees in the 1990
decennial census, the Census Bureau redesigned its recruitment, staffing, and compensation programs
for Census 2000.  Several new programs were developed to address the 1990 issues and to help the
Census Bureau successfully recruit several million applicants, hire several hundred thousand employees,
and retain this staff through the decennial census.  Some of these programs include frontloading, higher
pay rates, and paid advertising. 

What Will We Learn?

The purpose of these evaluations is to study the effects of these new program activities upon
recruitment, staffing, and retention.  A contractor, for example, determined that the 1990 District Office
(now LCO) pay rates were not adequately set to attract and retain staff when compared to local
economic conditions of that area.  The methodology to set the Census 2000 pay rates, based on this
knowledge, was revised and set to a derivative of the local prevailing pay rate.  The effectiveness of this
higher pay rate will be evaluated, as well as other recruitment and hiring programs (such as frontloading
and paid advertising).  In addition, this category contains an evaluation of the Operation Control
System, a system used to track work going to and from field operations.  We will also learn about the
overall usefulness of this system.
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Recruiting and Management Evaluations

(G.1) Census 2000 Staffing Programs
This evaluation examines the effectiveness of the Census 2000 hiring programs during Nonresponse
Followup (NRFU).  Study questions will focus upon the effectiveness of the higher pay rate program,
frontloading, paid advertising, and other areas.  Some of the questions  are: 
1) was the Census Bureau able to adequately hire and attract staff to execute NRFU, Accuracy and
Coverage Evaluation, and other various field operations; 2) were the pay rates effective in attracting
and retaining staff needed for Census 2000 NRFU; and 3) did recruiting activities provide an adequate
supply of applicants and replacements.  A portion of this study also will examine the effectiveness of the
higher pay rates on productivity and evaluate the pay model as a predictor of local economic
conditions.

(G.2) Operation Control System
This evaluation examines materials, such as debriefing questionnaires, management reports, systems
documentation, and cost data, to assess the effectiveness of the Operation Control System (OCS) in
tracking the cost and progress of field operations.  This evaluation will answer the following questions:
1) was the OCS 2000 an effective tool for tracking work going to and from field operations;  2) were
the products produced (for example, listings, labels, etc.) used in the manner for which they were
designed; 3) was troubleshooting necessary during production and if so, was it effective; 4) did the
management reports reflect production;  5) were the reports used in managing the operations; and 6)
were Field Division’s overall needs met with respect to the OCS 2000?
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H:  Field Operations

Overview

This category includes studies of various field operations and strategies whose goals are to curb
questionnaire delivery problems and obtain census data from individuals who did not respond to the
census by a specified date.  For example, the Local Census Office (LCO) delivery of  questionnaires
returned by the U. S. Postal Service “as undeliverable as addressed” is designed to increase the
number of questionnaires reaching potential respondents who may not have received one otherwise. 
The Nonresponse Followup operation consists of sending an enumerator to collect census data from
every address from which no mail, telephone, or Internet response was received.  Evaluations in this
category will analyze whether these operations were conducted as planned and will assess their
effectiveness.  Additionally, operational results will be documented for each LCO for historical
purposes.

Analyses in this category also will examine our efforts to count those categorized as hard-to-enumerate. 
1990 Data for Census 2000 Planning, which was previously known as the Planning Database, is
composed of 1990 person and housing unit census data that are indicators of nonresponse and potential
to be undercounted.  This database will help the Regional Census Centers determine the placement of
Questionnaire Assistance Centers and Be Counted Forms.  The database will also be used by
participants of our partnership program.  Studies in this category will evaluate the utility of the 1990
Data for Census 2000 Planning along with the usage of Questionnaire Assistance Centers.  In addition,
we will evaluate our targeted enumeration methods such as blitz enumeration (use of a group of
enumerators to conduct enumeration in a compressed time frame), team enumeration (two enumerators
working together where safety is a concern), and the use of local facilitators (long-time neighborhood
residents or church leaders who assist the enumerator in gaining entry to the neighborhood).    

Because some respondents will be able to provide data without a census identification number (e.g., Be
Counted and Telephone Questionnaire Assistance), it is possible that respondents will submit addresses
that are not on our Master Address File.  We will conduct a field verification of these types of
addresses.  If an enumerator verifies that the address is a valid housing unit, then it will be added to the
Decennial Master Address File.  We also will conduct an evaluation of the effectiveness of this
operation. 

What Will We Learn?

The results of these evaluations will give us an indication of how successful we were at obtaining data
from nonrespondents including the hard-to-enumerate, and how to better plan these types of operations
for future censuses.  The evaluation of Nonresponse Followup will report proxy rates, number of partial
interviews, vacant rates, and number of units enumerated during final attempt procedures, which will
help us to assess whether the operation was conducted as planned.  Other analyses will provide
information about the quality  of our enumerator training program, the usefulness of the 1990 Data for
Census 2000 Planning, and a profile of Local Census Offices which will contain various descriptive
statistics.
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Field Operation Evaluations

(H.1) Use of 1990 Data for Census 2000 Planning 
For Census 2000, the Census Bureau has developed a Graphical User Interface that will work with the
data in the 1990 Data for Census 2000 Planning database to aid Regional Census Centers in planning
their specific operations.  This evaluation will focus on the use of these data in census planning, which
includes use by partnerships and identification of special advertising campaign areas, questionnaire
assistance centers, and tool kit and Be Counted sites.  In addition, the study will assess the geographic
distribution of tracts targeted for said operations and sites.

(H.2) Operational Analysis of Field Verification Operation for Respondent Generated
Questionnaires 
Respondent generated questionnaires (e.g., Be Counted, Telephone Questionnaire Assistance) or
questionnaires for which an enumerator is not able to verify that the address exists are referred to as
non-ID housing units.  During field verification, enumerators will visit the location of these non-ID
housing units and verify their existence on the ground before they are added to the Decennial Master
Address File (DMAF).  For Census 2000, non-ID questionnaires that are geocoded to a census block,
but do not match to an address already in the MAF will be assigned for field verification.  This
operational analysis will attempt to answer questions such as how many units were added to the DMAF
after verification and if operational problems were encountered during the implementation of field
verification.

(H.3) Local Census Office Delivery of Census 2000 Mailout Questionnaires Returned by U.S.
Postal Service with Undeliverable as Addressed Designation
Due to a low mail response rate and a high Undeliverable as Addressed (UAA) rate during the 1990
Census, the Census Bureau will conduct a UAA delivery operation for Census 2000 and analyze how
many UAA questionnaires were designated for delivery, and how many of these were successfully
redistributed by the Local Census Offices (LCOs).  This evaluation also will focus on those U.S. Postal
Service Sectional Centers Facilities whose delivery area covered multiple LCO borders, and will
determine if delivery was successful in those areas.

(H.4) Questionnaire Assistance Centers for Census 2000
The Census Bureau will provide walk-in assistance centers where respondents can receive assistance
with completing their questionnaire.  Language assistance guides will be available in over 40 different
languages, along with Be Counted forms that will be available in English and five other languages.  This
study will document various aspects of the Questionnaire Assistance Centers (QACs) such as choice of
location, hours of operation, and number of employees.  In addition, the frequency of use of the QACs
will be analyzed.

(H.5) Nonresponse Followup for Census 2000
This operation will be conducted for all housing units in the mailout/mailback and update/leave areas for
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which the Census Bureau has not checked in a questionnaire by 
April 11, 2000.  During Nonresponse Followup (NRFU), enumerators will visit each nonresponding
unit to determine the occupancy status of the unit on Census Day and to collect the appropriate data
(i.e., long form or short form) for the household members.  The objective of this analysis is to document
various aspects of the NRFU operations.  Some of the topics covered  in this study include
determination of NRFU workloads, identification of the demographics of those enumerated in NRFU,
and documentation of  the number of NRFU Simplified Enumerator Questionnaires that were partial
interviews, refusals, completed via proxy respondents, or completed during final attempt procedures. 
The percent of NRFU units classified as occupied, vacant, or delete will be documented.  Additionally,
this evaluation will determine when each Local Census Office (LCO) started and completed their
NRFU operation and the LCO cost of the operation.

(H.6) Operational Analysis of Non-Type of Enumeration Area Tool Kit Methods
Tool kit methods are special enumeration procedures (e.g., blitz enumeration, and the use of local
facilitators) available for improving cooperation and enumeration in hard-to-enumerate areas.  For this
operation,  the Census Bureau will assess the characteristics of areas targeted for tool kit methods
based on the 1990 Data for Census 2000 Planning, and how often tool kit methods were used in areas
not identified by these data.  

(H.7) Evaluation of Nonresponse Followup Enumerator Training
During Census 2000, we will hire over 500,000 people to fill temporary positions.  The largest number
of these workers will be hired for the Nonresponse Followup (NRFU) operation.  Adequate employee
training will be critical to the success of NRFU.  The overall objective of this evaluation is to examine
the quality of the NRFU enumerator training program as well as the  enumerator’s state of
preparedness following training.  In addition, use of training materials and the adequacy of coverage of
job assignments will be evaluated.

(H.8) Operational Analysis of Enumeration of Puerto Rico
Census 2000 is the first time that an update/leave mailback methodology will be used to conduct the
enumeration in Puerto Rico.  This evaluation will determine how many addresses were encompassed by
this enumeration methodology, a profile of the addresses, and what operational problems were
encountered in the field as a result of address list compilation and processing procedures.  This study
also will make comparisons to stateside Update/Leave data.

(H.9) Date of Reference for Respondents of Census 2000
The Census 2000 questionnaire states that the respondent should report age as of April 1, 2000.  This
study will document the average date of reference used by census respondents and the average date of
reference by method of enumeration.  This study also will document various types of discrepancies
between date of birth and reported age.  In addition, reported age and birth date on the census
questionnaire will be compared to the same information collected by the Content Reinterview Survey.   
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(H.10) Local Census Office Profile
This operational summary will provide descriptive statistics at the Local Census Office (LCO) level for
many census operations.  For example, total housing units, average household size, and mail return rate
will be among the statistics reported for each LCO.
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I:  Coverage Improvement

Overview

The coverage improvement evaluations examine various Census 2000 operations that are intended to
improve the coverage of both housing units and people in the census.  Following the mailback efforts to
complete the census, a series of operations are conducted to ensure that people were counted at their
correct Census Day address, confirm the status of housing units that were deleted or enumerated as
vacant, and to ensure the inclusion of all persons in a household when the returned form shows
discrepancies in the number of persons enumerated. 

What Will We Learn?

From these evaluations we will learn about the effectiveness of these various operations as they attempt
to improve census coverage.  From the Nonresponse Followup operation, we will examine the
potential coverage gain from identifying movers and checking to see if they were counted at their
Census Day address.  We will also analyze the situations where entire households were identified as
having a “usual home elsewhere.”  For the Coverage Improvement Followup, we will examine the
person and housing unit coverage gains from this operation, which determines the Census Day status of
certain types of housing units (most of which are identified as deletes or coded as vacants in earlier
census operations).  The evaluation of the Coverage Edit Followup will measure coverage gains from
this operation, which consists of contacting households whose completed forms show discrepancies
regarding the number of persons enumerated, or whose completed form indicates there are more than
six persons in that household.  Furthermore, we will evaluate the coverage questions on the enumerator
questionnaire to determine how well enumerators asked these questions and used the answers to obtain
an accurate household roster.  



February 4, 200032

Coverage Improvement Evaluations

(I.1) The Coverage Edit Followup for Census 2000
The Coverage Edit Followup (CEFU) is used to increase within household coverage and improve data
quality in two ways.  A standard questionnaire only has room for six persons, so CEFU is used to
collect data on additional persons in large households.  Second, it resolves discrepancies on mail return
forms between the reported household size and the actual number of persons for which data are
recorded on the census form.  An attempt will be made to resolve all households that fail edits for these
situations by using a Computer Assisted Telephone Interview.  This analysis will document the
workload, operational aspects, and coverage gains from conducting this operation.   

(I.2) The Nonresponse Followup Whole Household Usual Home Elsewhere Probe
During the Nonresponse Followup (NRFU), List/Enumerate, and Update/ Enumerate operations,
enumerators will ask respondents whether their address is a seasonal or vacation home and if the whole
household has another place where they live most of the time.  When respondents indicate they had a
usual home elsewhere on Census Day, enumerators will record census information about this on a blank
Simplified Enumerator Questionnaire (SEQ - a version of the mail return questionnaire that is easier to
use for personal visit enumeration) and enumerate the current address as a vacant unit or obtain
information about the people living there on Census Day.  This evaluation examines how often SEQs
were completed as Whole Household Usual Home Elsewhere (WHUHE), how many of these
addresses were matched to an address on the Decennial Master Address File (DMAF) , how often
addresses could neither be matched to the DMAF or geocoded, how often the WHUHE persons were
already included on the census form for this address, and how often we found a different set of people
on the census questionnaire for this address.    

(I.3) Nonresponse Followup Mover Probe
In Census 2000, in-movers (households that moved there after Census Day) will be identified during
the Nonresponse Followup (NRFU), List/Enumerate, and Update/Enumerate operations and will be
asked if they were enumerated at their Census Day address.  If a respondent does not recall completing
a census form at their Census Day address, the enumerator will complete a questionnaire for the in-
mover household using their Census Day address.  This evaluation looks at how many of these cases
occurred, and how many persons were added to the census as a result of this procedure. 

(I.4) The Coverage Improvement Followup
The Coverage Improvement Followup (CIFU) universe will consist of units classified as vacant or
deleted in NRFU, adds from the new construction operation, late adds from Update/Leave, blank mail
returns, and lost mail returns.  During CIFU, enumerators visit these units to verify the Census Day
status and collect person and housing unit data as appropriate.  This evaluation will document the
person and housing unit coverage gain from conducting the CIFU, including the number of units that
changed status from vacant to occupied or from delete to either vacant or occupied.  This study also
will examine the characteristics of persons and housing units added as a result of the CIFU,  start/finish



February 4, 200033

dates, and the cost of the operation.  

(I.5) Coverage Gain from Coverage Questions on Enumerator Completed Questionnaire
In 1990, enumerators began their interview with an explanation of who should be included as residents
of the household.  This procedure was changed for Census 2000.   Now, enumerators begin by asking
how many people were living or staying in the housing unit on Census Day.  After collecting appropriate
person and housing unit data, the enumerator will ask two coverage questions.  The first asks about
typical situations in which persons who should be included as residents tend to be missed – babies,
foster children, persons away on business or vacation, roomers or housemates, and temporary
residents with no other home.  If someone has been missed, then he or she will be added to the form
and their census information will be collected.  The second question asks about typical situations in
which persons who should not be included as residents tend to be included as such – persons away at
college, in the armed forces, in a nursing home, or in a correctional facility.  If someone was included on
the form but should be counted elsewhere, then the enumerator will delete them from the form by
marking the cancel box under their name.  The purpose of this analysis is to study the effectiveness of
the new coverage questions in the identification of persons who would have otherwise been missed or
included in error.



February 4, 200034

This page intentionally left blank.



February 4, 200035

J:  Ethnographic Studies

Overview

These evaluations will study certain aspects of coverage for various populations and attempt to identify
areas where  methods of collecting census data for these populations can be improved.  We will
examine within-household undercoverage, rostering methods (used to determine the residents of a unit),
and household composition by comparing census results to Current Population Survey information for
the same addresses.  Another study in this category will apply social network field and analysis methods
to evaluate census coverage and processes.  We also will conduct ethnographic research on mobile
populations and Colonias – areas lacking basic infrastructure and services along the border between the
United States and Mexico.

What Will We Learn?

The comparison of the Current Population Survey and the census will give us greater insight into within
household coverage errors by identifying who is missed in this survey by race, age, ethnicity, sex, and
relationship.  We will learn whether characteristics of the household (e.g., tenure, composition) are
predictors of coverage.  Other results will help us determine whether individuals can be better identified
from their position in social networks (based on their  interactions and transactions with others) than by
comparing sets of address and person records. We will also learn how to improve procedures to
enumerate mobile populations by tracing Census Day travel routes or stopover sites for a sample of
such persons and determining undercounts or multiple enumerations of them in the census.  We also will
learn how to overcome barriers to enumerating Colonias in future censuses.

Note: Apart from the Census 2000 Evaluation Program; the Accuracy and Coverage Evaluation
(A.C.E.) Survey for Census 2000 will provide a great deal of information pertaining to the coverage of
various population groups.  The A.C.E. Survey itself will be studied as part of the Census 2000
Evaluation Program in evaluation categories N, O, and P.  
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Ethnographic Studies

(J.1) Coverage, Rostering Methods and Household Composition: A Comparative Study of the
Current Population Survey and Census 2000 
Previous Census Bureau studies suggest a need for more analysis of the interactions between household
composition, unusual living situations, and type of data collection (i.e., a census versus a survey).  The
census and CPS both collect household rosters and relationships information, and the CPS collects
additional information on other relationships within households that can be used to study census data. 
This evaluation examines these within household coverage and household composition differences. 

(J.2) Ethnographic Social Network Tracing
This study will use ethnographic and social network methods to study two questions: 1) What is the
increased risk of coverage errors (both misses and erroneous inclusions) for persons who move once
or more in a 6 month period around Census Day; and 2) Can these and similar coverage errors be
reduced by identifying and tracing persons through their social networks and interactions.  This would
be a new approach for the Census Bureau, which traditionally has matched on non-household records
(such as drivers license lists) to the census to identify persons at risk of coverage errors.  The study also
will examine how difficult it would be to incorporate social network methods into the census
enumeration process.  Various demographic, housing, household, social, and economic data will be
documented for those persons who were missed or erroneously enumerated in the census. 

(J.3) Comparative Ethnographic Research on Mobile Populations
In this study, a sample of selected mobile people will be traced to identify their Census Day travel
routes or stopover sites.  The information then will be matched and reconciled with census results. 
Coverage errors found in the census then will be analyzed to develop recommendations for improving
procedures.

(J.4) Colonias on the U.S./Mexico Border: Barriers to Enumeration in Census 2000
Colonias are unincorporated, generally low income residential subdivisions lacking basic infrastructure
and services (e.g., paved roads and public water systems) along the border between the U.S. and
Mexico.  In order to develop appropriate enumeration procedures and effective outreach and
promotion programs for Colonias, it is necessary to better understand the unique situations and issues
associated with conducting the census or other Census Bureau surveys in these areas.  This research
will examine the potential barriers to census enumeration in Colonias in the context of Census 2000
through participant observation, in-depth interviews, and focus groups with selected Colonia residents. 
Based on previous research, topics of particular interest include irregular housing, concerns regarding
confidentiality, complex household structure, knowledge of English, and literacy. 
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K:  Data Capture

Overview

The Data Capture System for Census 2000 (DCS 2000) will process more than 120 million census
forms by creating a digital image of each page and interpreting the entries on each image using Optical
Mark Recognition (OMR), Optical Character Recognition (OCR), or keying.  These evaluations are
designed to assess these components of DCS 2000, the Data Capture Audit Resolution (DCAR)
process, and to measure the impact of each on data quality and on subsequent data coding operations.

What Will We Learn?

Findings from these evaluations will determine the level of accuracy at which the data capture system
performed and how census data quality compares to that for capture systems used in 1990.  Detailed
information about the system will be collected, ranging from the number of forms processed by form
type, date, and processing office, to measuring the accuracy of each of the three capture modes -
OMR, OCR, and Key From Image.  Operational problems and their resolution will be documented. 
Evaluation of the DCAR process will examine the system’s ability to identify and resolve capture
problems stemming from problems with response entries.  Additionally, an evaluation of the interaction
between the redesigned questionnaires and the new data capture system will be conducted.  The impact
of data capture errors on our ability to correctly assign industry and occupation codes will also be
assessed. 
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Data Capture Evaluations

(K.1.a) The Data Capture Audit Resolution Process
This evaluation documents the results of Data Capture Audit Resolution by failure reason, form type,
and Data Capture Center.  Using these same categories, it also will document the number and types of
changes that can be made by Audit Review clerks and the results of the Audit Count review.

(K.1.b) Quality of the Data Capture System and the Impact of Questionnaire Capture and
Processing on Data Quality
This evaluation examines how the data capture system affects data quality and whether the rules for
determining where cases are routed (e.g., to key from image, Data Capture Audit Resolution or audit
resolution) are set appropriately.   In addition, this evaluation will document and compare the data
quality of each data capture method for every field on the questionnaire, as well as by form type, Data
Capture Center, and racial and ethnic categories.

(K.1.c) Analysis of Data Capture System 2000 Keying Operations
This evaluation will study various aspects of the Key From Image (KFI) and Key From Paper (KFP)
operations.  We will document the number of questionnaires processed and production keying rates in
each of these operations by form type, Data Capture Center, cluster, and date.   This study also will
look at the accuracy of the data captured by the KFI operation in conjunction with OCR reject rates,
the content distribution of fields accepted by OCR, and those rejected and sent to KFI.  Our ability to
recover from KFI/KFP operational problems, the adequacy and timeliness of management reports, the
cost associated with the keying operation and our ability to hire and retain keying staff also will be
assessed.

(K.1.d) Synthesis of Results from K.1.a, K.1.b, and K.1.c
This report will combine and summarize the results from the following studies: The Data Capture Audit
Resolution Process (K.1.a), Evaluation of the Quality of the Data Capture System and the Impact of
Questionnaire Capture and Processing on Data Quality (K.1.b), and Analysis Data Capture System
2000 Keying Operations (K.1.c).

(K.2) Analysis of the Interaction Between Aspects of Questionnaire Design, Printing, and
Completeness With Data Capture
This study will focus on what impact the redesigned paper questionnaires used for Census 2000 had on
respondent behaviors and on the ability of the new data capture process to completely and accurately
convert the questionnaire data to computer files.

(K.3) Impact of Data Capture Errors on Autocoding, Clerical Coding and Autocoding
Referrals in Industry and Occupation Coding
The information provided by respondents to the industry and occupation questions on the census form
must be assigned (coded) to a standard set of categories.  This evaluation examines how data capture
errors affect the ability of the autocoding system and clerical coders to assign correct Industry and
Occupation codes.
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L:  Processing Systems

Overview

Once census data from all sources are captured by the Data Capture System 2000, they are stored in a
file known as the Decennial Response File (DRF).  Several processes then must be applied before the
data can be used to produce official census counts and tabulations.  One process is applied to link
multiple questionnaires that were used to enumerate that same household.  For example, a large family
could have a mail return form with data on six members of the household and an enumerator form with
data on the rest of the household.  Another process is used for situations where multiple questionnaires
involving different households were received for the same address.  For example, one form could be for
a household that moved out near Census Day, and the other form could be for the household that then
moved in.  A computer program known as the Primary Selection Algorithm (PSA) then is used to
decide which person and housing unit data should be used for census tabulations.  Following all these
processes, the DRF is merged with the Decennial Master Address File (DMAF) to create the Census
Unedited File (CUF), which contains the original responses for a household.

A variety of post-census activities are needed to prepare the data from the original responses to
releasing the official counts and tabulations.  These activities include editing and imputation, coding of
write-in response items (such as race, language, industry and occupation, and place of work/migration),
tabulation recoding, and data disclosure avoidance.   

The Beta Site is a software testing site for Bureau of the Census application developers and is used as
an integration center for Regional Census Centers (RCC) and Local Census Offices (LCO) systems, a
testing center for all systems, and a support center for RCC, LCO, and the National Processing Center
systems.  We will examine the effectiveness of this software testing site.

What Will We Learn?

Analysis of a reinterview of multiple questionnaire addresses will determine if the PSA methodology and
rules for resolving these cases accurately identified the Census Day household members.  The
evaluation of the DRF creation and processes will examine how well multiple forms for the same
household were linked.  Analysis of CUF creation will document the number of times each specific
DMAF/DRF rule was applied.  The Beta Site analysis will include information on whether the data
collection systems were successfully integrated, and the benefits of the software testing and release
process.
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Processing Systems Evaluations

(L.1.) Invalid Return Detection
The objective of this evaluation is to look for large geographic areas that may have high rates of multiple
Be Counted forms and forms completed by telephone per housing unit.  

(L.2) Decennial Response File Stage 2 Linking and Setting of Expected Household Population
This evaluation will document how frequently census forms were linked during the Decennial Response
File processing and the types of linkages that were constructed.  It will also assess the accuracy of the
automated process for setting the expected household size and its effects on the census population.

(L.3.a) Analysis of Primary Selection Algorithm Results (Operational Assessment)
The objective of this evaluation is to document the effects of using the Primary Selection Algorithm in
resolving situations when multiple household questionnaires are received for the same address.

(L.3.b) Resolution of Multiple Census Returns Using Reinterview
The objective of this evaluation is to determine the accuracy of Primary Selection Algorithm rules for
determining the Census Day residents for an address.  The data will be collected using a reinterview of
a sample of respondents.  

(L.4) Census Unedited File Creation
This evaluation documents the results of the process of determining the final housing unit inventory.  The
final housing unit inventory for the census is determined during the process of creating the Census
Unedited Detail File.  The final housing unit inventory is created by merging information on the
processed Decennial Response File with the information on the Decennial Master Address File.

(L.5) Beta Site
This evaluation will answer questions about how well the Beta Site integrated the data collection
systems, and its overall utility for software testing and release.
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M:  Quality Assurance Evaluations

Overview

For Census 2000, the overall objective of the Quality Assurance (QA) program is to assist in
producing deliverables or outputs which meet the Bureau’s quality requirements.  The QA program will
identify when major inputs such as people, material, machinery, software, etc. do not meet quality
requirements.  The QA data will provide managers, supervisors or employees with information to make
necessary adjustments and improvements to the system.  At the end of the operational task, QA will
identify and correct clusters of outputs which contain a significant number of errors.         

What Will We Learn?

The QA evaluations will provide information to help determine if the QA approach used in Census
2000 is the right approach in a census environment, whether the QA operation improved the overall
quality of the census, how effectively it was implemented, and how it might be improved.  For example,
the results of the first study will help us determine if different QA approaches should be explored for
census use. For the second study, the effectiveness of variables that are used to detect enumerator
falsification will be measured, and appropriate variables will be added and/or deleted from the detection
process. 



February 4, 200042

Quality Assurance Evaluations

(M.1) Assessment of the Quality Assurance Approach During Census 2000
For Census 2000, the overall objective of the Quality Assurance (QA) program is to assist in
producing deliverables or outputs that meet the Census Bureau’s quality requirements.  To achieve this
objective, the QA program, whenever possible, focuses on three main concepts or philosophies:
prevention, improvement, and protection. The goals of this study are to document operational
experiences with this approach in Census 2000; measure quality levels that were achieved, and
determine if other approaches should be explored for Census 2010.

(M.2) Effectiveness of Existing Variables in the Model Used to Detect Fabrication During
Reinterview, and the Identification of New Variables
The reinterview program is a quality assurance operation whose major objective is to detect
enumerators who may have falsified data.  This evaluation examines variables used in the fabrication
model to determine if they were effective in detecting fraud; whether other variables should be added to
the model; and to provide suggestions on other ways to improve this program.
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N:  Accuracy and Coverage Evaluation Survey Operations

Overview

The Census Bureau will conduct the Accuracy and Coverage Evaluation (A.C.E.), a nationwide sample
survey, to determine the number of people and housing units missed or incorrectly counted  in the
census.  The basic approach is to independently relist a sample of blocks, re-enumerate them during the
A.C.E. survey, and then compare the results to the census data for the same blocks.  The Census
Bureau will use the results of the A.C.E. to correct the census counts obtained through the preceding
enumeration procedures.

The studies in this category will measure how well the Census Bureau carried out different components
of the A.C.E.  For instance, analysis projects and evaluations will be conducted that measure the
completeness of the housing unit lists used for A.C.E. interviewing, the quality of the A.C.E. person
interviewing process, and the accuracy of the procedures used to match persons counted during the
A.C.E. interview to those that were enumerated in the census.  The success of each A.C.E. component
affects the quality of the final estimates.
 
What Will We Learn?

The results of these A.C.E. analysis projects and evaluations will help the Census Bureau to document
this coverage measurement operation and improve its procedures.  For example, we will learn whether
match rates were different in relisted blocks.  An examination of laptop computers used during person
interviews will identify errors encountered by interviewers and  also will provided suggestions for how
to improve the computer assisted instrument in the future.  Other studies will determine how well we
detect interviewer fabrication, while also looking at its effect on A.C.E.

These operational analyses and evaluations will document the A.C.E. process and give the Census
Bureau greater insight into what causes error in the measurement of coverage error.  Some causes of
error are attributable to census questionnaire data capture.  Moreover, matching errors may add to
errors in the estimates of census coverage.  One evaluation in this category will examine a subsample of
rematched A.C.E. blocks to measure matching errors.  We also will measure the effect of matching
error on Dual System Estimates and undercount rates.  

The evaluations in this category will help the Census Bureau to identify operational causes of error in
measuring coverage and will help to minimize them when planning future censuses.  
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A.C.E. Survey Operations Evaluations

(N.1) Contamination of Census Data Collected in A.C.E. Blocks
This evaluation examines whether census and A.C.E. operations were kept operationally  independent
(a key requirement for avoiding bias in the dual-system estimates of coverage error) by comparing
census results in A.C.E. and non-A.C.E. clusters.

(N.2) Analysis of Listing Future Construction and Multi-Units in Special Places
A new procedure during block relisting for A.C.E. 2000 is to include housing units under construction,
and multi-unit structures within special places.  We will study the effectiveness of the listing, the number
of units added to A.C.E., and match rates to the census.

(N.3) Analysis of Relisted Blocks
The A.C.E. address listing operation is reviewed for high concentrations of geocoding errors, and
blocks with too many errors are relisted.  This analysis will examine the relisted blocks to document
their characteristics and the results of matching to census listings. 

(N.4) Analysis of Blocks With No Housing Unit Matching
For most blocks in the A.C.E., the matching is done in two steps: first the addresses are matched to the
census address list, and then the persons are compared to the census questionnaires for matching
addresses.  The housing unit match step is not done for relisted blocks (see N.3) or for blocks in
list/enumerate areas. The purpose of this study is to determine how this affects the person matching
process.
 
(N.5) Analysis of Blocks Sent Directly for Housing Units Followup
The A.C.E. addresses first are computer matched to the addresses on the January 2000 version of the
Decennial Master Address File and then undergo a clerical matching operation.  Some blocks are sent
directly for a follow-up interview when there is little perceived benefit to clerical matching.  While this
allows the field follow-up to begin earlier, it also may reduce the ability of that operation to resolve the
match status of these units.  This study will examine the effectiveness of this strategy by comparing
match rates and unresolved rates for these blocks to those for blocks that did undergo clerical
matching.

(N.6) Analysis of Person Interview With Unresolved Housing Unit Status
This analysis examines whether housing units with an unresolved status after the initial housing unit match
are eventually resolved during the person interview and final housing unit match operations.  

(N.7) Analysis on the Effects of Census Questionnaire Data Capture in A.C.E.
During the A.C.E. person matching, data capture images of census questionnaires are examined when
the initial match results indicate the census data are insufficient for matching.  This study will document
how often this occurred and the effects on final match codes. 



February 4, 200045

(N.8) Analysis of the Census Residence Questions Used
During A.C.E. interviewing and field followup for non-matches, persons are asked about their Census
Day address and the results are used to determine where they should have been counted in the census. 
Persons counted at the wrong address then are classified as erroneous enumerations by the census. 
This study will examine the responses to these residency questions during A.C.E. and document how
they affected the estimates of erroneous enumerations.

(N.9) Analysis of the Person Interview Process
This study examines the overall interviewing process.  The analysis will include topics such as Computer
Assisted Personal Interview instrument (i.e., laptop) performance, detection of interviewer falsification
by the interviewing quality assurance process, and the impact of allowing interviewers to modify
address information during matching operations. 

(N.10) Falsification in A.C.E.
This evaluation examines how well the quality assurance process identified interviewers who entered
false data in the A.C.E. interview and the impact of undetected false data on A.C.E. estimates.

(N.11) Extended Roster Analysis
During the census, an  extended roster is used to capture names (but not data)for people in large
households.  A follow-up operation then collects demographic data for these people.  If the follow-up
does not collect the data, it will not be possible to match A.C.E. data for these people to census results
and sending this case to A.C.E. field followup is pointless.  This study will document how reviewing
these extended rosters affected the A.C.E. person matching and followup operations.

(N.12) Matching Stages Analysis
The person matching is conducted first by computer and then undergoes three levels of clerical
matching by clerks, technicians, and analysts.  The goal of this analysis is to document the differences in
the match codes assigned by these four different operations.

(N.13) Analysis of Unresolved Codes in Person Matching
Results from the Census 2000 Dress Rehearsal Person Followup interview indicated that there were a
large volume of cases coded as unresolved when the interview was conducted with a proxy
respondent.  In general, proxies were able to answer whether a household lived at a given address on
Census Day, but answered “Don’t Know” to questions regarding a household being in a group quarter
and/or having a ususal home elsewhere, which resulted in an unresolved code.  The goal of this analysis
is to document the coding results for specified patterns of “Don’t Know” answers from proxy
respondents.  The coding results of proxy respondents will then be compared  to those with similar
patterns of answers from actual (i.e., non-proxy) respondents.
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(N.14) Evaluation of Matching Error
A potential source of error in the coverage estimates are the matching operations used to classify
persons as missed or erroneously enumerated in the census.  This evaluation will determine the relative
error associated with the matching operations and how matching error affects the Dual System
Estimates.

(N.15) Outlier Analysis in the 2000 A.C.E.
In 1990, an outlier review was conducted in 104 of the blocks that contributed most to the net
undercount.  This review was conducted in 1991 after all operations were completed.  In 2000, the
outlier review is planned to be conducted before the matching is completed.  Blocks will be selected for
an indepth review by the analysts.  Matching errors will be corrected, if they exist.  In addition, the
analysts will document the results of their investigation. This project will document the outlier review.  

(N.16) Impact of Targeted Extended Search
This evaluation has two main purposes.  The first study looks at the nature and extent of errors resulting
from limiting the search area to one ring of blocks (around the sample block clusters).  This is
accomplished by looking at the effect of this Targeted Extended Search on the Dual System Estimates
and variances for the evaluation post strata, as well as data from the production matching operation. 
The second study evaluates potential gains from adding a second ring of blocks to the search and match
operation. 
   
(N.17) Targeted Extended Search Block Cluster Analysis
In 1990, the search area for matching was extended to surrounding blocks for all clusters.  In 2000, this
only will be done for clusters deemed most likely to benefit this additional searching. This study will
document the characteristics of such blocks and the effects of this strategy on final match rates.

(N.18) Effect of Late Census Data on Final Estimates
The aim of this evaluation is to determine the effect on A.C.E. adjustment factors of ignoring the small
amount of census data collected after late September.

(N.19) Housing Unit and Person Coverage Analysis
This analysis provides an overall assessment of the quality of housing unit and person coverage A.C.E.
operations.  Some of the topics addressed in the analysis are quality of A.C.E. listing, effect of housing
unit followup interviewing on the enhanced list, effectiveness of housing unit and person followup quality
assurance, and noninterview rates.

(N.20) Group Quarters Analysis
In 1990, sample interviews were conducted in noninstitutional and nonmilitary group quarters.  In 2000,
A.C.E. sample interviews will not be conducted in any group quarters.  The A.C.E. sample interviews
will only be conducted in housing units, but sometimes it is difficult to determine if a place is a housing
unit or a group quarters. The A.C.E. sample nonmatches in whole households will be compared to the
group quarters enumerations in the census.  The purpose of this analysis is to document these matching
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results, identify post-strata containing a large number of group quarters, and to examine whether
definitional problems led to group quarters classification errors.

(N.21) Analysis of Mobile Homes
Mobile homes were missed at a higher rate in 1990 than single family homes.  Mobile homes are not a
housing category for Census 2000, but they will be identified in the A.C.E. sample. This study will
document the nonmatch rates for mobile homes and people in mobile homes from the A.C.E. sample
matching results.  
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O:  Coverage Evaluations of the Census and of the Accuracy and  Coverage
Evaluation Survey

Overview

The studies in this category include a group evaluating A.C.E. coverage and a group evaluating census
coverage.  These studies will identify person and housing unit characteristics that are related to being
missed or erroneously enumerated.  Analysis in this area will also study the quality of data from proxy
respondents, and the frequency and patterns of geocoding error.  Furthermore, census counts and dual
system estimates will be compared to demographic benchmarks to evaluate accuracy and
completeness.       

What Will We Learn?

Results from these evaluations will allow us to determine how complete our Master Address File  was
for Census 2000.  Net coverage rates of housing units will be computed at the national and  subnational
levels along with gross omission and erroneous enumeration rates.  Other studies will explain factors
that contribute to housing unit coverage error.  For example, we will learn whether type of address (city
style versus noncity style) has an effect on housing unit coverage.  In addition, there will be a study of
housing unit duplication, to identify characteristics of duplicate units and their operational source.      

Similarly, we will identify factors that contribute to person coverage error.  For instance, studies will
examine how nonmatch rates are affected by type of enumeration area (e.g., mailout/mailback,
update/leave) and characteristics of blocks, households, and people.  We will acquire knowledge about
erroneous enumerations by determining which demographic, housing unit type, and type of enumeration
variables are associated with them.  Furthermore, we will conduct an analysis of measurement error,
which  will help us determine why people are erroneously listed in the census and the Accuracy and
Coverage Evaluation.
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Coverage Evaluations of the Census and of the Accuracy and Coverage Evaluation Survey

(O.1) Type of Enumeration Area Summary
The census is conducted differently in the different types of enumeration areas.  This project will
document nonmatch rates and erroneous enumeration rates in the different areas.  Geocoding error in
the different enumeration areas also will be documented. 

(O.2) Coverage of Housing Units in the Early Decennial Master Address File
The initial housing unit matching is done between the A.C.E. housing units and the housing units on the
January 2000 version of the Decennial Master Address File (DMAF).  This matching is conducted to
link the ACE and census housing units for later processing.  If an A.C.E. housing unit is linked to a
census housing unit, the telephone number from a mail return questionnaire can be used to start person
interviewing by phone. The results of the matching will allow an early look at the quality of the DMAF
in January 2000. 

(O.3) Housing Unit Coverage on the Master Address File
This evaluation assesses 1) the net coverage rate of housing units, 2) the gross omission rate of housing
units, and 3) the erroneous enumeration rate of housing units.  These assessments are made at the
national level, smaller geographic levels, and for each post-strata.  This evaluation also examines the
potential impact on housing unit coverage had we excluded specific Master Address File building
operations.  This study is similar to the Housing Unit Coverage Study conducted in 1990.

(O.4) Analysis of Conflicting Households
During A.C.E. housing unit matching, situations are found where the census and A.C.E. listed two
entirely different families. This study will document the follow-up interviewing results for these
households to determine if the census was in error, the A.C.E. was in error, if the two families both live
at the address, if there was misdelivery of the census form, and so on.

(O.5) Analysis of Proxy Data in the A.C.E. and in the Census
Both the census and A.C.E. sometimes must collect data from proxy respondents--persons who are
not members of the household where data are needed. This study will examine match rates and
erroneous enumeration rates for such cases in both the census and the A.C.E.

(O.6) P-Sample Nonmatches Analysis
This study will examine nonmatch rates for the post-strata used to form final dual-system estimates of
census coverage errors.  It also will examine these rates for other variables not used to form post-
strata.

(O.7) Analysis of Person Coverage in Puerto Rico
The measurement of person coverage, and evaluation studies of that measurement, will be done
separately for Puerto Rico.  This study will document those findings and compare the results to those
from the A.C.E. 
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(O.8) Analysis of Housing Unit Coverage in Puerto Rico
The measurement of housing coverage, and evaluation studies of that measurement, will be done
separately for Puerto Rico.  This study will document those findings and compare the results to those
from the A.C.E.  

(O.9) Geocoding Error Analysis
A housing unit and its occupants are classified as geocoding errors by the census if that housing unit is
enumerated within the ACE search area and should not have been. This study will examine the
frequency of geocoding error and will identify operations more prone to making such errors. 

(O.10) Housing Unit Duplication in the 2000 Census
Duplication in the census is one type of erroneous enumeration. This analysis will identify duplicate
housing units in Census 2000 and their characteristics.  The study will also determine if duplication is
more likely for one group or another (e.g. owners vs. renters).  The census operations most likely to
produce housing unit duplication will be identified, along with the most plausible sources of duplication. 

(O.11) E-Sample Erroneous Enumeration Analysis
This study will examine erroneous enumeration rates for the post-strata used to form final dual-system
estimates of census coverage errors.  It also will examine these rates for other variables not used to
form post-strata. 

(O.12) Analysis of Nonmatches and Erroneous Enumerations Using Logistic Regression
This project looks at logistic regression as a tool to analyze the A.C.E. data.  This purpose of this
analysis is to build logistic regression models that relate demographic, housing unit type, and
type-of-enumeration variables, to census nonmatches, A.C.E. nonmatches, and erroneous
enumerations.

(O.13) Analysis of Person and Housing Unit Data Combined
For some housing units, the A.C.E. results will identify both missed and erroneously enumerated
persons.  This study will examine the person and housing characteristics of such cases.

(O.14) Analysis of Measurement Error
Measurement error is the term used for error in surveys due to an inability to collect the correct answer
to a question.  Measurement error can be attributable to the interviewer, the respondent, or the data
collection instrument.  The main question of this evaluation is whether or not the errors in A.C.E.
residency status codes and person match codes had a significant effect on the Dual System Estimates.
Other topics examined by this evaluation are the magnitude of the error attributable to the respondents
or interviewers in A.C.E. Person Interview (and the A.C.E. Person Followup Interview), and the
characteristics of people whose person match and residency codes were found to be incorrect in
A.C.E.

(O.15) Impact of Housing Unit Coverage on Person Coverage Analysis
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This analysis will include an examination of the effect that census housing unit updating operations (e.g.,
postal check, Local Update of Census Addresses) have on person coverage. The study also will 
identify characteristics of persons who were missed or erroneously enumerated due to housing unit
errors, and compare them to the characteristics of those who were missed or erroneously enumerated
for other reasons.

(O.16) Person Duplication in the 2000 Census
People are duplicated in the census for many different reasons.  This analysis will identify the number
and characteristic of duplicate persons in the 2000 Census.  The study will also determine if duplication
is more likely for one group or another (e.g., owners/renters).  The census operations most likely to
cause duplication will be identified, along with the most plausible sources of the duplication. 

(O.17) Analysis of the 0-17 Age/Sex Post-Strata
Children have historically been disproportionately  undercounted in the census. This study will examine
coverage errors for children.  It also will examine how often we encounter A.C.E. households in which
all of the residents are under 16 years of age.  These cases are treated as non-interviews and thus can
affect the final coverage estimates for persons age 0-17.  The characteristics of the people in these
types of households and the household composition will be documented.

(O.18) Synthesis of What We Know About Missed Census People
The purpose of this study is to summarize and synthesize findings from A.C.E. and other sources about
the causes and characteristics of persons missed or erroneously enumerated in the census.

(O.19) Analysis of Coverage of Housing Units in the Early Decennial Master Address File
and Subsequent Census Coverage Improvement
The goal of this study is to assess the completeness of housing unit coverage on the early Decennial
Master Address File (DMAF).  We will determine which census operations contributed to
undercoverage by deleting units that should have not been deleted, and which operations improved
coverage by adding units not previously accounted for.  We also will identify which census operations
reduced housing unit duplication

(O.20) Consistency of Census Estimates with Demographic Benchmarks 
This study uses independent demographic benchmarks to evaluate the accuracy of the Census 2000
counts and the completeness of coverage in Census 2000.  While this approach cannot produce
estimates for as many demographic groups and geographic areas as A.C.E., results can be compared
to A.C.E. at aggregate levels.    
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(O.21) Implications of Net Census Undercount on Demographic Measures and Program Uses
This evaluation will address the effect of net census undercount on demographic measures such as
growth rates, race, age and sex composition, and vital statistics rates used by a variety of programs and
data users.
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P:  Accuracy and Coverage Evaluation Survey Statistical Design and
Estimation

Overview

The evaluations in this category examine the quality of Accuracy and Coverage Evaluation (A.C.E.)
estimates.  Analyses in this area will address the quality of Dual System Estimates (DSE) by examining
estimates of variances and coefficients of variation. We will also analyze missing data procedures,
compare A.C.E. results to various quality measures, and conduct a study of total error in A.C.E.

What Will We learn?

We will gain knowledge about the quality of A.C.E. estimates from the total error analysis, which will
examine model and measurement error in the empirical DSE.  We will also learn about the overall
quality of A.C.E. by comparing its results to a synthesis of quality measurements from various coverage
measurement evaluations and operational analyses.  We will examine characteristics associated with
missing data and the bias and uncertainty associated with the missing data procedures.      
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A.C.E. Survey Statistical Design and Estimation Evaluations

(P.1) Measurement of Bias and Uncertainty Associated With Application of the Missing Data
Procedures
The purpose of this evaluation is to obtain a measure of the error (and sensitivity to assumptions) of
missing data procedures used for the dual system estimates resulting from the A.C.E.

(P.2) Synthetic Design Research/Correlation Bias
Synthetic estimation uses a statistical model to modify coverage estimates for a particular post-strata
using information from sample units outside the geographic area of interest. Because this can introduce
bias, the accuracy of the Dual System Estimate (DSE) depends on the validity of the model and
whether the assumptions of the synthetic model are satisfied.  The purpose of this study is to determine
if the assumptions were satisfied for Census 2000 A.C.E. post-strata, and to measure the effects of any
biases on the DSEs.

(P.3) Variance of Dual System Estimates and Adjustment Factors
This study is designed to evaluate the quality of the Dual System Estimates (DSE) and adjustment
factors by examining estimates of variances and coefficients of variation (CVs).  We will compare the
2000 DSE variance estimates and CVs to the 1990 DSE variance estimates and CVs at the national-
level and for various demographic variables.

(P.4) Overall Measures of A.C.E. Quality 
The aim of this study is to synthesize quality measures from various coverage measurement evaluations
and operational analyses to assess the overall quality of the 2000 A.C.E.  Measures such as response
rates, imputation rates, match rates, and correct enumeration rates by various demographic and
geographic groups will be examined and, where possible, compared to the 1990 census rates.

(P.5) Total Error Analysis
The total error analysis will examine model and measurement error in the empirical Dual System
Estimates.  For each evaluation post-stratum, we will estimate the bias and variance in the net
undercount rate for each type of nonsampling error and estimate the overall bias and variance in the net
undercount rate.
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Q:  Organization, Budget, and Management Information System

Overview

Research in this category will document headquarters decision making processes and the impact of
headquarters organizational structure on the decennial census. We plan to study the effectiveness of the
Management Information System (MIS) and the Cost Model.  The MIS is a data warehouse of cost
and progress information for census operations that also includes an activity schedule for the decennial
census.  The cost model is used to formulate budgets for operations, allocate funds, and to assist in
planning future census operations.   Furthermore, we will conduct an evaluation that examines the role
of contracting in carrying out Census 2000. 

What Will We Learn?

The findings from these studies will help the Census Bureau to better manage future censuses and
similar projects.  These studies will document how well the MIS and the Cost Model worked in helping
us manage Census 2000.  We will compare the activities and recommendations of the 2000 research
and development program to what was actually implemented for Census 2000 to determine which
projects were most beneficial.  In addition, we will examine the roles and influences of both external
and internal entities on planning and implementing the census. Some of the groups that will be studied
include various advisory committees, Office of the Inspector General, Congress, General Accounting
Office, Census Bureau Monitoring Board, Census Bureau Executive Staff, and the Department of
Commerce.  Other research in this category will give us insight into the effectiveness of hiring
contractors to help conduct Census 2000.   We will learn how  cost effective our contracts were and
whether contractors are bringing in the expertise needed by the Census Bureau.  We will also address
whether the Census Bureau is losing “corporate knowledge” by giving contractors a major role in
conducting Census 2000.          
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Organization, Budget, and Management Information System Evaluations

(Q.1) Management Processes and Systems of the 2000 Decennial Census
The purpose of this study is to determine how well various processes and systems worked for managing
Census 2000.  This analysis will include an evaluation of the Management Information System and the
Cost Model.  The effectiveness of decision making groups/processes (e.g., Census Operational
Managers and decision memos) will be assessed.  This study will also look at the organizational
structure, roles, and influences of entities such as the Census Bureau Executive Staff, Department of
Commerce, Inspector General, advisory committees, General Accounting Office, Census Bureau
Monitoring Board, and Congress.  Furthermore, a comparative study of management models will be
conducted.    

(Q.2) Effectiveness of the Contracting in Carrying Out the 2000 Decennial Census
The goal of this evaluation is to measure the effectiveness of contracting in Census 2000.  We will look
at the cost effectiveness of our contracts along with whether contractors are bringing in the expertise
that is needed by the Census Bureau.  This study will examine how well we managed our contracts  and
will determine if we are losing “corporate knowledge” by giving contractors a great deal of
responsibility in this decennial census. 
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R:  Automation of Census Processes

Overview

These studies will examine many of the major automated systems designed to support Census 2000. In
general, we will assess whether the right requirements were defined for each of the systems and use this
information to guide improvements needed for future censuses and surveys.  The systems to be studied
include:
- Telephone Questionnaire Assistance
- Internet Questionnaire Assistance
- Internet Data Collection System
- Operational Control System 2000 (OCS2000) System
- Preappointment Management System/Automated Decennial Administrative Management
 System (PAMS/ADAMS)
- American Fact Finder
- Data Capture
- Matching, Review, and Coding System
- Accuracy and Coverage Evaluation Survey 2000 System

What Will We Learn?

In addition to examining systems requirements, we will also assess other factors such as  reliability and
functionality, maintenance and security needs, and respondent acceptance. A common protocol will be
designed to include general questions for the selected automated systems and debriefings will take place.
We will also identify questions and concerns unique to specific systems.

Note: The  plans for this evaluations category are currently being finalized. The specific evaluations will be
identified in an updated version of this document. 
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March 29, 2000    DRAFT - Revised

Census 2000 Operational Analyses for Sampling and Estimation

A Brief  Overview

Topics covered:

 1 A.C.E. Sample Design 
 2 Long Form Sampling 
 3 Service Based Enumeration (SBE) Estimation
 4 P- and E-Sample Missing Data
 5 Dual System Estimation (DSE)
 6 A.C.E. Variance Estimation
 7 Long Form Estimation/Variance Estimation
 8 A.C.E. Weight Trimming
 9 Generalized Variances

         10 Block Level Estimation 
         11 Unclassified Estimation 
         12 Housing Unit (HU) Dual System Estimation (DSE)
         13 A.C.E. Targeted Extended Search 
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1. A.C.E. Sample Design 

The A.C.E. is a multi-stage sample design.  Initially, the original ICM sample of 750,000
housing units will be selected and be sent to the field to be independently listed.   This listing
sample is a state-based design and will include an oversample of large block clusters, a
separate sample of small block clusters in each state.  In addition, a separate sample of
American Indian Reservation clusters will be selected. After the sample is listed, the A.C.E.
sample cluster reduction and the small block subsampling will be done.  After the initial housing
unit matching operation and followup, the large block subsampling will be done to reach the
final A.C.E. interview sample size.  The E-sample will generally overlap with the P-sample.

Questions to answer:

C What are the sample sizes in terms of clusters and expected housing units?
C What are the unbiased sampling weights after each stage of selection?
C What are the weighted population distributions by State?
C What are the sample sizes (clusters and housing units) by TEA and ACERO?
C What's the average number of interviewed A.C.E. housing units in a cluster?
C What's the sample size (clusters and housing units) by stratum before and after

sampling?

Processes included:

Initial Sampling 
A.C.E. Reduction
Small block subsampling
Large block subsampling
E-sample Identification

2. Long Form Sampling 

Long form sampling uses four sampling rates based on the size (MOS) of the long form
sampling entity (LFSE).  MOS is an estimate of occupied housing units.  Long form sampling
entities are geographic and statistical areas eligible for the sampling.  Sampling rates are
assigned to the collection blocks as follows:

C All blocks in Puerto Rico 1-in-6
C 1-in-2 for governmental units if estimated MOS is less than 800.
C 1-in-4 for government units if MOS is 800 or more but less than 1200.
C 1-in-8 for census tracts with MOS > 2000.
C 1-in-6 for all remaining blocks in tract with MOS less than 2000.
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Questions to answer:

C What are the sizes of the universe by sampling rates?
C What are sample sizes by type of enumeration area?
C What are the response rates for long form at different geographic level?
C What are the response rates for long form by selected household type?

3. Service Based Enumeration (SBE) Estimation  

SBE is a fundamentally different approach to counting persons without a usual home than was
used in the 1990 Census.  SBE counts people at facilities such as shelters, soup kitchens,
mobile food vans and certain outdoor locations.  SBE estimation uses the multiplicity estimator
methodology for the estimation of people with no usual residence who use SBE facilities.  The
multiplicity estimator depends on the service usage question for shelters, soup kitchens, and
mobile food vans.  SBE multiplicity estimation was done in the Census 2000 Dress Rehearsal. 
It will be used for Census 2000 for the redistricting file but not for the apportionment counts.

We will use multiplicity estimation to estimate the number of persons that use SBE facilities and
do not have a usual home.

Questions to answer:

C How many persons were enumerated as part of SBE on Be Counted Forms (BCFs)
and at shelters, soup kitchens and mobile food vans, and Targeted Non-Shelter
Outdoor Locations (TNSOLs) after unduplication (i.e., apportionment count)?

C What is the distribution of response and nonresponse to the usage questions by
nonresponse adjustment strata?  What is the average respondent usage?  (Separate for
shelters and soup kitchens).

C For soup kitchens, what is the distribution of the response to the shelter usage question?

C What is the multiplicity estimate and apportionment count by age/sex group?  How
many persons were added by the adjustment for casual users (if we use the
adjustment)?

C How many replications were omitted to account for soup kitchen respondents who also
used shelters?

C What are the answers to the above questions by county and state?

C For how many counties was it not appropriate to use the multiplicity estimator?
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4. P- and E-Sample Missing Data

There are several types of missing data known to affect the Accuracy and Coverage
Evaluation.  These include noninterviewed households, item missing data, and unknown status
for variables such as residence, match, and correct enumeration.

To compensate for missing data we have 3 procedures in place.  First, a noninterview
adjustment that compensates households that could not be reached for an A.C.E. interview. 
Second, a characteristic imputation to fill in values for person characteristics that are missing. 
Finally, an procedure to estimate the probability of match, residence, or correct enumeration for
those persons for whom we do not have an exact figure.

Questions to answer:

C Level and degree of household nonresponse?  by State?  by ACERO?

C Distribution of sample sizes and adjustment factors by noninterview adjustment cell?

C Summary of sample sizes and estimated probabilities for match, enumeration and
residence cells?

C Summary at the post-stratum level of effects of each individual missing data adjustment.

C Level and degree of item missing data?  by State?  by ACERO?

C Level and degree of missing status?  by State?  by ACERO?

C Distributions of imputed and non-imputed characteristics by imputation categories?

C Number and percent imputed for certain race and ethnic characteristics?

5. Dual System Estimation (DSE) 

DSE was used for the 1990 Census Post-Enumeration survey, the 1995 and 1996 Census
Tests, and the Census 2000 Dress Rehearsal.  For the Dress Rehearsal, DSE was used in
conjunction with raking.  For Census 2000 we will use DSE for the Accuracy and Coverage
Evaluation (A.C.E.); but there will be no raking.

We will use DSE as part of the Census 2000 A.C.E., to adjust for the undercount for the
redistricting file.  DSE will not be used for the apportionment counts.
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Questions to answer:

C For each A.C.E. post-stratum what are the weighted and unweighted components of
the DSE (census count, insufficient information (II), E-sample total, correct
enumerations, non-mover matches and total non-movers, out-mover matches and total
out-movers, total in-movers)?  What are these summary statistics after collapsing
age/sex?  For race/origin groups?  Owners and renters?  High and low mail return rate?
MSA/TEA group?

C What is the coverage correction factor, undercount rate and undercount by post-
stratum?

C Was any collapsing of the 448 post-strata necessary due to sample size?  What was the
sample size (P-sample and E-sample) by post-strata?

C What is the consistency between the E-sample and P-sample responses for each of the
post-stratification variables for not imputed and total persons?

6. A.C.E. Variance Estimation 

For the 2000 Census, the methodology that will be used to calculate the variances will be a
stratified jacknife.  This methodology will reflect the double sampling, TES, missing data and
DSE. 

The variance estimation summaries will focus on the different components of the variance
estimate.  We will conduct a quantitative analysis of the contribution of each variance
component  (such as the variance that results from imputation of missing data, i.e. , correct
enumeration probability and p-sample matching probability) to the overall variance estimate of
the dual system estimate.

Questions to answer:

C How do observed coefficients of variation compare to expected coefficients of variation
for selected demographic groups? by post-stratum?  By State?  By Congressional
District? 

C What’s the contribution of imputing match probability to the overall variance estimates? 
By post-strata?

C How do the erroneous enumerations contribute to the overall variance estimate?  By
post-strata?
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C How do the various stages of sampling contribute to the overall variance estimate?  By
post-strata?

7. Long Form Estimation/ Variance Estimation 

Long form was used in the1990 Census.  However, the long form was not used in 1995 and
1996 Census tests.  The long form was used in Census 2000 dress rehearsal.  For dress
rehearsal estimation is used as an operational test and will not produce official long form data
estimates.  The long form estimation will use a weighting approach including a raking
methodology for the dress rehearsal.

 
Long form estimation for Census 2000 will use a weighting approach which will utilize raking
methodology.  Raking will use marginal controls from the census data which are not corrected
for coverage error. Then coverage correction factors will be applied at the person level to the
results of raking.

We will review operational tallies which provide on overview of the results from implementation
of the weighting and variance estimation. 

Questions to answer:

C What are the estimates of householders before applying coverage correction factors?
C What estimates of householders after applying coverage correction factors?
C What are actual variances for long form estimates at different levels of geography?
C What are the generalized variances for long form entities at different level of geography?

8. A.C.E. Weight Trimming

Due to large block and small block cluster subsampling and oversampling of difficult to
enumerate blocks and inconsistent blocks, there will be variation in the unbiased weights for the
A.C.E. sample design.  If this variation is too large, some weight trimming may be implemented. 
For the Dress Rehearsal, a small amount of weight truncation was implemented with no
increase in other weights to account for the truncation (not necessary for dual system
estimation).  The A.C.E. design is not finalized.  However, some weight trimming (or truncation)
may be needed.  Research continues to determine how to truncate weights if needed.

Questions to answer:

C How do the dual system estimates and variances compare using trimmed weights and
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not trimming the weights?
C What are the weight distributions by trimming Cells before and after trimming?
C What are the weighted non-matches and non-match rates before and after trimming by

trimming Cells? and by Region/MSA/TEA areas?
C What are the weighted erroneous enumerations and erroneous enumeration rates

before and after trimming by trimming Cells? and by Region/MSA/TEA areas?
C What are the weighted E-sample and P-sample person estimates before and after

trimming by State?
C What are the E-sample and P-sample American Indians on AIR estimates before and

after trimming.

9. Generalized Variances

For small geographic areas such as blocks, direct variance estimates are smoothed by fitting a
standard GATT curve.  The parameters from these models are provided to data users for
calculation of standard errors.  The methodology is equivalent to what was used in dress
rehearsal.

The generalized variance summaries for A.C.E. data will focus on how well the generalized
variance function model approximated the estimated variances at various geographic levels and
characteristic estimates.

The generalized variance research for Long Form will focus on use of the design factor to
approximate the variances of sample estimates at various  levels of geography, particularly
census tracts and block groups.

Questions to answer:

C How well the fit of the weighted GATT Curve model approximate the estimated 
variances at all levels of geography?

C Which level of geography of the data, that is fit into the model, estimates the other levels
of geography the best?

C How well the generalized design factors approximate the estimated variances?

C Differences in the design factors for metropolitan statistical area (MSA) versus non
MSA?

C Summary of effect of removal of outliers?
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10. Block Level Estimation 

Block level estimation for the 1990 Census Post-Enumeration survey and the Census 2000
Dress Rehearsal assumed that within poststrata the estimated coverage factor applied to all
small areas (synthetic assumption).  Controlled rounding was used to create whole person
records in order to correct for undercount or overcount. 

We will use the synthetic assumption and controlled rounding for block level estimation for the
Census 2000 Accuracy and Coverage Evaluation (A.C.E.).

Questions to answer:

C What are the rounded and unrounded counts by post-stratum for each block (prepare a
block file)?    

C Using this file what are the rounded and unrounded counts by post-stratum at the
county, state, and national level?

C At the county, state, post-stratum, and national level what are the number of undercount
or over count persons records created by synthetic estimation?

C What is the distribution of the relative and absolute effect of synthetic estimation on
block totals?

11. Unclassified Estimation 

Unclassified units are housing units with unknown status (occupied, vacant or nonexistent) and
occupied housing units with unknown population count.  The missing status or population count
must be estimated prior to Population Division’s Edit & Imputation.  For the Census 2000
Dress Rehearsal unclassified estimation was part of the estimation for Nonresponse follow-up
and Undeliverable as Addresses Vacant sampling.  Since this sampling will not be part of
Census 2000, a separate estimation for unclassified housing units is necessary.

The nearest-neighbor hot deck imputation method will be used for Unclassified Estimation for
Census 2000.

Questions to answer:

C What is the distribution of classified and unclassified units by occupied, vacant , and
delete after the completion of unclassified estimation?   By LCO, County, and State? 
By donor/donee group?

C What is the average household size for classified and unclassified occupied units after
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the completion of unclassified estimation? By LCO, County, and State?  By
donor/donee group?

C What percentage of housing units are classified and unclassified prior to unclassified
estimation? By LCO, County, and State?  By donor/donee group?

C Based on the A.C.E. post-stratum of the head of household what are the number of
occupied classified units and their average household size by post-stratum?  By A.C.E.
block clusters and non A.C.E. block cluster?

C Based on the A.C.E. post-stratum of the head of household what are the number of
occupied unclassified units and their average household size after unclassified estimation
by post-stratum?

C By A.C.E. block clusters and non A.C.E. block cluster?

C What are the number of persons in classified and unclassified (imputed by unclassified
estimation) by A.C.E. post-stratum.  By A.C.E. block clusters and non A.C.E. block
cluster?

 

12. Housing Unit (HU) Dual System Estimation (DSE) 

HU DSE was used to support evaluation of the 1990 Census using data from the 1990 Census
Post-Enumeration Survey.  For the Census 2000 Dress Rehearsal, HU DSE was planned to
support housing unit long form weighting as well as for evaluation.  However, HU DSE was
canceled for the Dress Rehearsal.

We will use HU DSE as part of the Census 2000 Accuracy and Coverage Evaluation (A.C.E.)
to support housing unit long form weighting and to evaluate HU coverage.

Questions to answer:

C For each A.C.E. housing unit post-stratum what are the weighted and unweighted
components of the DSE (census count, E-sample total, correct enumerations, matches
and total)?  What are the resulting, erroneous enumeration, and match rates by post-
stratum?

C What is the coverage correction factor, undercount rate and undercount by post-
stratum?

C What is the consistency between the E-sample and P-sample responses for each of the
post-stratification variables?
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13.    A.C.E. Targeted Extended Search

The Census 2000 A.C.E. will implement a targeted surrounding block search operation,
hereinafter, Targeted Extended Search or simply TES.  The rationale is to develop a criteria by
which to identify block clusters that will benefit the most from surrounding block search.  In
1990, the majority of the matches found in surrounding blocks were in addresses that were
incorrectly geocoded in a surrounding block.  Thus, the targeting criterion or criteria will be
based on information or factors which give evidence of census geocoding error.  For instance;
block clusters with high rates of A.C.E. housing units without a census match (coded CI) and/or
census geocoding error (coded GE) will be included in the TES.  The goal of this operation is
to increase both the matching and correct enumeration rates compared to a design that limits
the search to the A.C.E. block cluster. 

Questions to be answered:

C Summary of TES block clusters by certainty strata, TES sampling universe and out of
scope?

C Summary of TES block clusters by State and A.C.E sampling stratum?

C What % of gecoding and P-Sample nonmatches are accounted for in the TES blocks
based on initial housing unit information?  Include distribution of gecoding and
nonmatches for A.C.E. block clusters.

C What’s the effect of the TES on the DSE for total population? By poststrata? By 
race/Hispanic Origin group?

C What is the effect of TES on each Post-stratum’s match and correct enumeration rate?

C What’s the effect of the TES operation on the reliability of the DSE’s?  By poststrata? 
By race/Hispanic Origin group?
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was held on March 22, 2000 at 10:30.  The agenda for the meeting was an overview of A.C.E. 2000
Evaluations.

Persons in attendance: 

Kenneth Prewitt
William Barron 
Nancy Potok 
Paula Schneider
John Thompson 
Jay Waite
Bob Fay
Howard Hogan
Ruth Ann Killion
Susan Miskura
Tommy Wright
Donna Kostanich
Louisa Miller
Raj Singh
Rita Petroni
Carolee Bush
Maria Urrutia
Annette Quinlan

I. A.C.E. 2000 Evaluations

The A.C.E. 2000 evaluations are arranged into two basic categories: (1) operational summaries
and (2) A.C.E. evaluations.  These were discussed with the ESCAP. 

1. Operational Summaries
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These are evaluations that will provide real time results of key A.C.E. Sampling and
Estimation activities.  These evaluations result from the verification process, and as such
will be available for the decision process on determining whether to use A.C.E. to
adjust the redistricting data required by PL-94-171.  Donna Kostanich distributed a
brief overview of Census 2000 Operational Analyses for Sampling and Estimation that
will be conducted by DSSD staff.  This overview included a short description of key
A.C.E. processes and included a summary of the measures that will be produced for
each activity.  Comments or additional suggestions are welcome and should be sent to
Donna Kostanich by May 5.  

The highlights of these evaluations included A.C.E. Sample Design, P- and E-Sample
Missing Data, Dual System Estimation (DSE), A.C.E. Targeted Extended Search, and
A.C.E. Weight Trimming.  The discussion on A.C.E. weight trimming raised a sensitive
issue.  The potential use of weight trimming may conflict with our plans to completely
prespecify the A.C.E. methodology.  It was decided that the ESCAP will review and
approve any usage of weight trimming for the A.C.E.  This issue will be revisited at a
future ESCAP meeting.   

2. A.C.E. Evaluations  

Ruth Ann Killion distributed study plans for three sets of A.C.E. Evaluations.  They
described A.C.E. Operations Evaluations, Coverage Evaluations for A.C.E., and
A.C.E. Statistical Design and Estimation Evaluations.  These are long term evaluations
based on additional research, such as re-interview studies, that would be used to assess
the overall accuracy of the A.C.E.  As an attachment to the study plans, background
information for the Total Error Model study evaluations was provided.  All handouts
are included with these minutes.  

The A.C.E. Evaluations conducted by PRED staff will occur after Census and A.C.E.
processing operations have been completed.  The ESCAP requested that Ruth Ann
Killion and her staff review the evaluations to determine whether any preliminary
findings would be available to assist in the review of the A.C.E. results prior to releasing
redistricting data.

There was discussion of the concept of the Total Error Model and the key evaluations
that will be used to construct it.  In short, the Total Error Model presents an overall
quantification of the sampling and nonsampling errors associated with the A.C.E. and
the Census data adjusted based on the A.C.E. results.  The Total Error Model
incorporates and combines the individual evaluation components to produce an overall
measurement of accuracy.  The results of the Total Error Model Evaluation will not be
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available until late 2001.

II. Next Meeting

The next meeting scheduled for Wednesday April 12, 2000 will discuss A.C.E. Post-
stratification.
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